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New Features

The following table lists the new features in Web OS 10.0 and the supported platforms:

Feature Alteon Web Switches Alteon Web Switches
AD3/180e AD4/184

Vlan-based default gateway No Yes

Vlan Filtering No Yes

Multiple Instances of Spanning Tree Yes Yes

Layer 7 deny filter Yes Yes

Increase real server support to 1024 No Yes

SYN Attack Detection/Protection Yes Yes

Enhanced Port Mirroring Yes Yes

Reporting Classification Manager: SYSLOG and No Yes

SNMP

Reporting Classification Manager: Ability tofil- No Yes

ter SY SLOG based on severity

Reporting Classification Manager: SNMPtraps  No Yes

defined for VRRP state changes

Reporting Classification Manager: SNMPtraps  No Yes

defined for failed login

Selectable Hash Parameters Yes Yes

Layer 4 DNS Load Balancing (UDP and TCP Yes Yes

ports)

L7 DNS Load Baancing Yes Yes

Enhanced DNS Health Check Yes Yes

TCP Rate Limiting Yes Yes
Alteon Systems 19
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Feature Alteon Web Switches Alteon Web Switches
AD3/180e ADA4/184

Hash on any HTTP header Yes Yes

Increase support of 16 rport to vport No Yes

Increased number of scripted health checkto 16  No Yes

Descriptive names for filters Yes Yes

OSPF No Yes

LDAP health check Yes Yes

Streaming Cache Redirection Yes Yes

L7 Parsing of RTSP SLB Yes Yes

ARP health check Yes Yes

Telnet client Yes Yes

Increase logging buffer Yes Yes

Support of OPER command on Web OSBBI and No Yes

SNMP

Enhanced Web OS Browser-based Interface No Yes

support

Configurable prompt name Yes Yes

Bandwidth management No Yes
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Preface

This Application Guide describes how to configure and use the Web OS software on the Alteon
Web switches. For documentation on installing the switches physically, see the Hardware
Installation Guide for your particular switch model.

Who Should Use This Guide

This Application Guideisintended for network installers and system administrators engaged in
configuring and maintaining a network. The administrator should be familiar with Ethernet
concepts, |P addressing, Spanning Tree Protocol, and SNMP configuration parameters.

What You'll Find in This Guide

This guide will help you plan, implement, and administer Web OS software. Where possible,
each section provides feature overviews, usage examples, and configuration instructions.

Part 1: Basic Switching & Routing

B Chapter 1, “Basic IP Routing,” describes how to configure the Web switch for I P routing
using I P subnets, Border Gateway Protocol (BGP), or DHCP Relay.

B Chapter 2, “VLANS,” describes how to configure Virtual Local Area Networks (VLANS)
for creating separate network segments, including how to use VLAN tagging for devices
that use multiple VLANS. This chapter also describes how Jumbo frames can be used to
ease server processing overhead.

B Chapter 3, “Port Trunking,” describes how to group multiple physical ports together to
aggregate the bandwidth between large-scale network devices.

B Chapter 4, “OSPF,” describes OSPF concepts, how OSPF isimplemented in Web OS, and
four examples of how to configure your switch for OSPF support.

Alteon Systems 21
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22 m Preface

Chapter 5, “Secure Switch Management,” describes how to manage the switch using spe-
cific IP addresses, RADIUS authentication, Secure Shell (SSH), and Secure Copy (SCP).

Part 2: Web Switching Fundamentals

Chapter 6, “Server Load Balancing,” describes how to configure the Web switch to bal-
ance network traffic among a pool of available servers for more efficient, robust, and scal-
able network services.

Chapter 7, “Filtering,” describes how to configure and optimize network traffic filters for
security and Network Address Trandlation purposes.

Chapter 8, “ Application Redirection,” describes how to use filters for redirecting traffic to
such network streamlining devices as Web caches.

Chapter 9, “Virtual Matrix Architecture,” describes how to optimize system resources by
distributing the workload to multiple processors.

Chapter 10, “Health Checking,” describes how to configure the Web switch to recognize
the availability of the various network resources used with the various load-balancing and
application redirection features.

Chapter 11, “High Availability,” describes how to use the Virtual Router Redundancy Pro-
tocol (VRRP) to ensure that network resources remain available if one Web switch fails.

Part 3: Advanced Web Switching

Chapter 12, “Global Server Load Balancing,” describes configuring Server Load Balanc-
ing across multiple geographic sites.

Chapter 13, “Firewall Load Balancing,” describes how to combine features to provide a
scalable solution for load balancing multiple firewalls.

Chapter 14, “Virtual Private Network Load Balancing,” describes using your Web switch
to load balance secure point-to-point links.

Chapter 15, “ Content Intelligent Switching,” describes how to perform load balancing and
application redirection based on Layer 7 packet content information (such asURL, HTTP
Header, browser type, and cookies).

Chapter 16, “Persistence,” describes how to ensure that al connections from a specific cli-
ent session reach the same server. Persistence can be based on cookies or SSL session ID.

Chapter 17, “Bandwidth Management,” describes how to configure the Web switch for
allocating specific portions of the avail able bandwidth for specific users or applications.
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Typographic Conventions

The following table describes the typographic styles used in this book.

Table 1 Typographic Conventions

Typeface or  Meaning Example
Symbol

AaBbCc123  Thistypeisused for names of commands, View ther eadne. t xt file.
files, and directories used within the text.

It also depicts on-screen computer output and  Mai n#
prompts.

AaBbCc123  Thisbold type appearsin command exam- Mai n# sys
ples. It showstext that must be typed in
exactly as shown.

<AaBbCcl123> Thisitalicized type appearsin command To establish a Telnet session, enter:
examplesas aparameter placeholder. Replace host # t el net <IP address>
the indicated text with the appropriate real
name or value when using the command. Do
not type the brackets.

This also shows book titles, specia terms, or  Read your User’s Guide thoroughly.
words to be emphasized.

[ 1 Command items shown inside brackets are host# |s [-a]
optional and can be used or excluded as the
situation demands. Do not type the brackets.
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Contacting Us

For complete product support and sales information, visit the Nortel Networks website at the
following URL :

http://ww. nortel net works. com

See the contact information on this site for regional support and sales phone numbers and
e-mail addresses.

B |n North America, dia toll-free 1-800-4NORTEL.
B OQutside North America, call 987-288-3700.
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Part 1. Basic Switching &
Routing

This section discusses basic Layer 1 through Layer 3 switching and routing functions. In addi-
tion to switching traffic at near line rates, the Web switch can perform multi-protocol routing.
This section includes the following basic switching and routing topics:

Basic IP Routing

VLANSs

Jumbo Frames

Port Trunking

Border Gateway Protocol (BGP)
Open Shortest Path First (OSPF)

Secure Switch Management

Alteon Systems 25
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CHAPTER 1

Basic IP Routing

Thischapter provides configuration background and examples for using the Alteon Web switch
to perform IP routing functions. The following topics are addressed in this chapter:

B “IP Routing Benefits’ on page 28

“Routing Between | P Subnets’ on page 28

“Example of Subnet Routing” on page 31

“Defining IP Address Ranges for the Local Route Cache” on page 35
“Border Gateway Protocol (BGP)” on page 36

“DHCP Relay” on page 41
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IP Routing Benefits

The Alteon Web switch uses a combination of configurable IP switch interfaces and | P routing
options. The switch | P routing capabilities provide the following benefits:

B Connects the server |P subnets to the rest of the backbone network.

B Performs server load balancing (using both Layer 3 and Layer 4 switching in combina-
tion) to server subnets that are separate from backbone subnets.

B Provides another meansto invisibly introduce Jumbo frame technology into the server-
switched network by automatically fragmenting UDP Jumbo frames when routing to non-
Jumbo frame VLANS or subnets.

B Providesthe ability to route I P traffic between multiple Virtual Local Area Networks
(VLANS) configured on the switch.

Routing Between IP Subnets

The physical layout of most corporate networks has evolved over time. Classic hub/router
topol ogies have given way to faster switched topologies, particularly now that switches are
increasingly intelligent. Alteon Web switches are intelligent and fast enough to perform rout-
ing functions on a par with wire speed Layer 2 switching.

The combination of faster routing and switching in a single device provides another service—
it allows you to build versatile topologies that account for legacy configurations.
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For example, consider the following topology migration:
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Figure 1-1 The Router Legacy Network

In this example, a corporate campus has migrated from a router-centric topology to afaster,
more powerful, switch-based topology. Asis often the case, the legacy of network growth and
redesign has left the system with amix of illogically distributed subnets.

Thisisasituation that switching alone cannot cure. Instead, the router is flooded with cross-
subnet communication. This compromises efficiency in two ways:

B Routers can be slower than switches. The cross-subnet side trip from the switch to the
router and back again adds two hops for the data, slowing throughput considerably.

B Traffic to the router increases, increasing congestion.

Even if every end-station could be moved to better logical subnets (a daunting task), competi-
tion for access to common server pools on different subnets still burdens the routers.

This problem is solved by using Alteon Web switches with built-in I P routing capabilities.
Cross-subnet LAN traffic can now be routed within the Web switches with wire speed Layer 2
switching performance. This not only eases the load on the router but saves the network
administrators from reconfiguring each and every end-station with new | P addresses.
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Take acloser look at the Alteon Web switch in the following configuration example:

First Floor Second Floor Third Floor

10/100 Client Subnet 10/100 Client Subnet  10/100 Client Subnet
100.20.10.1-254 131.15.15.1-254 208.31.177.1-254

- - (-

a0 120

1k e 16

Primary Default

il

et:

[ -

Router: 205.21.17.1 1000 Mbps
[ -
IFs2 | |'FP3] | iFua -
1000 Mbps IE#1 —||F#5[ 1000 Mbps
[ IP Routing el o

Secondary Default Server Subn
Router: 205.21.17.2 Alteon Web Switch 206.30.15.1-254

Figure 1-2 Switch-Based Routing Topology

The Alteon Web switch connects the Gigabit Ethernet and Fast Ethernet trunks from various
switched subnets throughout one building. Common servers are placed on another subnet
attached to the switch. A primary and backup router are attached to the switch on yet another

subnet.

Without Layer 3 1P routing on the switch, cross-subnet communication is relayed to the default
gateway (in this case, the router) for the next level of routing intelligence. The router fillsin the
necessary address information and sends the data back to the switch, which then relays the

packet to the proper destination subnet using Layer 2 switching.

With Layer 3 IP routing in place on the Alteon Web switch, routing between different IP sub-
nets can be accomplished entirely within the switch. This leaves the routers free to handle

inbound and outbound traffic for this group of subnets.

To make implementation even easier, UDP Jumbo frame traffic is automatically fragmented to
regular Ethernet frame sizes when routing to non-Jumbo frame VLANS or subnets. This auto-
matic frame conversion allows servers to communicate using Jumbo frames, all transparently

to the user.
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Example of Subnet Routing

Prior to configuring, you must be connected to the switch Command Line Interface (CLI) as
the administrator.

NOTE — For details about accessing and using any of the menu commands described in this
example, see the Web OS Command Reference.

1. Assign an |P address (or document the existing one) for each real server, router, and cli-
ent workstation.

In the example topology in Figure 1-2 on page 30, the following IP addresses are used:

Table 1-1 Subnet Routing Example: IP Address Assignments

Subnet Devices IP Addresses

1 Primary and Secondary Default Routers 205.21.17.1 and 205.21.17.2
2 First Floor Client Workstations 100.20.10.1-254

3 Second Floor Client Workstations 131.15.15.1-254

4 Third Floor Client Workstations 208.31.177.1-254

5 Common Servers 206.30.15.1-254

2. Assign an IP interface for each subnet attached to the switch.

Since there are five | P subnets connected to the switch, five |P interfaces are needed:

Table 1-2 Subnet Routing Example: IP Interface Assignments

Interface Devices IP Interface Address
IF1 Primary and Secondary Default Routers 205.21.17.3
IF2 First Floor Client Workstations 100.20.10.16
IF3 Second Floor Client Workstations 131.15.15.1
IF4 Third Floor Client Workstations 208.31.177.2
IF5 Common Servers 206.30.15.200
Alteon Systems Chapter 1: Basic IP Routing m 31

212777-A, February 2002
Download from Www.Somanuals.com. All Manuals Search And Download.



Web OS 10.0 Application Guide

IP interfaces are configured using the following commands at the CLI:

>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>

# /cfglip/if 1

IP Interface 1# addr
IP Interface 1# ena
IP Interface 1# ../if 2
IP Interface 2# addr
IP Interface 2# ena
IP Interface 2# ../if 3
IP Interface 3# addr
IP Interface 3# ena
IP Interface 3# ../if 4
IP Interface 4# addr
IP Interface 4# ena
IP Interface 4# ../if 5
IP Interface 5# addr
IP Interface 5# ena

205. 21.

100. 20.

131. 15.

208. 31.

206. 30.

17.3

10. 16

15.1

177.2

15. 200

(Select IP interface 1)

(Assign IP address for the interface)
(Enable IP interface 1)

(Select IP interface 2)

(Assign IP address for the interface)
(Enable IP interface 2)

(Select IP interface 3)

(Assign IP address for the interface)
(Enable IP interface 3)

(Slect IP interface 4)

(Assign IP address for the interface)
(Enable IP interface 4)

(Select IP interface 5)

(Assign IP address for the interface)
(Enable IP interface 5)

3. Set each server and workstation’s default gateway to the appropriate switch | P interface
(the onein the same subnet asthe server or workstation).

4. Configurethe default gatewaystotherouters addresses.

Configuring the default gateways all ows the switch to send outbound traffic to the routers:

>>
>>
>>
>>
>>
>>

IP Interface 5# ../gw 1
Def aul t gateway 1# addr
Def ault gateway 1# ena
Default gateway 1# ../gw 2
Def aul t gateway 2# addr
Def aul t gateway 2# ena

205.21.17.1

205.21.17.2

(Select primary default gateway)
(Assign I P addressfor primary router)
(Enable primary default gateway)
(Select secondary default gateway)
(Assign address for secondary router)
(Enable secondary default gateway)

5. Enable, apply, and verify the configuration.

>>
>>
>>
>>

Default gateway 2# ../fwd
| P Forwar di ng# on
| P Forwar di ng# apply

I P Forwardi ng# /cfglip/cur

(Select the IP Forwarding Menu)
(Turn IP forwarding on)

(Make your changes active)
(View current | P settings)

Examine the resulting information. If any settings are incorrect, make the appropriate changes.

6. Saveyour new configuration changes.

>>

| P# save

(Save for restore after reboot)
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Using VLANS to Segregate Broadcast Domains

In the previous example, devicesthat share acommon IP network are all in the same broadcast
domain. If you want to limit the broadcasts on your network, you could use VLANSs to create

distinct broadcast domains. For example, as shown in the following procedure, you could cre-
ate one VLAN for the client trunks, one for the routers, and one for the servers.

In this example, you are adding to the previous configuration.

1. Determine which switch portsand I P interfaces belong to which VLANS.

The following table adds port and VLAN information:

Table 1-3 Subnet Routing Example: Optional VLAN Ports

VLAN Devices

IP Interface Switch Port

1 First Floor Client Workstations 2 1
Second Floor Client Workstations 3 2
Third Floor Client Workstations 4 3
2 Primary Default Router 1 4
Secondary Default Router 1 5
3 Common Servers 1 5 6
Common Servers 2 5 7
2. Add the switch portsto their respective VL ANS.
The VLANS shown in Table 1-3 are configured as follows:
>> # [cfg/vlian 1 (Select VLAN 1)
>> VLAN 1# add port 1 (Add port for 1st floor to VLAN 1)
>> VLAN 1# add port 2 (Add port for 2nd floor to VLAN 1)
>> VLAN 1# add port 3 (Add port for 3rd floor to VLAN 1)

>>
>>
>>
>>

VLAN 1# ena

VLAN 1# ../VLAN 2
VLAN 2# add port 4
VLAN 2# add port 5

(Enable VLAN 1)

(Select VLAN 2)

(Add port for default router 1)
(Add port for default router 2)

>> VLAN 2# ena (Enable VLAN 2)
>> VLAN 2# ../VLAN 3 (Add port for default router 3)
>> VLAN 3# add port 6 (Select VLAN 3)
>> VLAN 3# add port 7 (Select port for common server 1)
>> VLAN 3# ena (Enable VLAN 3)
Alteon Systems Chapter 1: Basic IP Routing m 33
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Each time you add a port to aVLAN, you may get the following prompt:

Port 4 is untagged and VLAN 2 is not a configured PVID for port 4.
Would you like to change all PVIDS for port 4 to VLAN2 [y n]?

Enter y to set the default Port VLAN ID (PVID) for the port.

3. Add each IPinterfaceto the appropriate VLAN.

Now that the ports are separated into three VLANS, the | P interface for each subnet must be
placed in the appropriate VLAN. From Table 1-3 on page 33, the settings are made as follows:

>> VLAN 3# /cfglip/if 1 (Select IP interface 1 for def. routers)
>> | P Interface 1# vlan 2 (Setto VLAN 2)

>> |P Interface 1# ../if 2 (Select IP interface 2 for first floor)
>> |P Interface 2# vlan 1 (Setto VLAN 1)

>> |P Interface 2# ../if 3 (Select IP interface 3 for second floor)
>> |P Interface 3# vlian 1 (Setto VLAN 1)

>> |P Interface 3# ../if 4 (Select IP interface 4 for third floor)
>> | P Interface 4# vlan 1 (Setto VLAN 1)

>> |P Interface 4# ../if 5 (Select IP interface 5 for servers)

>> | P Interface 5# vlan 3 (Setto VLAN 3)

4. Apply and verify the configuration.

>> | P Interface 5# apply (Make your changes active)
>> | P Interface 5# /info/vlan (View current VLAN information)
>> | nformati on# port (View current port information)

Examine the resulting information. If any settings are incorrect, make the appropriate changes.

5. Saveyour new configuration changes.

>> | nformati on# save (Save for restore after reboot)
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Defining IP Address Ranges for the Local
Route Cache

A local route cache lets you use switch resources more efficiently. The local network address
and local network mask parameters (accessed viathe/ cf g/ i p/ f rwd/ | ocal / add com-
mand) define arange of addressesthat will be cached on the switch. The local network address
is used to define the base | P addressin the range that will be cached. Thelocal network maskis
applied to produce the range. To determine if aroute should be added to the memory cache, the
destination address is masked (bit-wise AND) with the local network mask and checked
against the local network address.

By default, the local network address and local network mask are both set to 0.0.0.0. This pro-
duces arange that includes all Internet addresses for route caching: 0.0.0.0 through
255.255.255.255.

To limit the route cache to your local hosts, you could configure the parameters as shown in the
following example:

Table 1-4 Local Routing Cache Address Ranges

Local Host Address Range Local Network Address Local Network Mask
0.0.0.0 - 127.255.255.255 0.0.0.0 128.0.0.0

128.0.0.0 - 128.255.255.255 128.0.0.0 128.0.0.0 or 255.0.0.0
205.32.0.0 - 205.32.255.255 205.32.0.0 255.255.0.0

NOTE — Static routes must be configured within the configured range. All other addresses that
fall outside the defined range are forwarded to the default gateway.

Alteon Systems Chapter 1: Basic IP Routing m 35
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Border Gateway Protocol (BGP)

Border Gateway Protocol (BGP) is an Internet protocol that enables routers on a network to
share and advertise routing information with each other about the segments of the |P address
space they can access within their network and with routers on external networks. BGP allows
you to decide what is the “best” route for a packet to take from your network to a destination
on another network rather than simply setting adefault route from your border router(s) to your
upstream provider(s). BGP is defined in RFC 1771.

Alteon Web switches can advertise their IP interfaces and virtual server IP addresses using
BGP and take BGP feeds from as many as four BGP router peers. This allows more resilience
and flexibility in balancing traffic from the Internet.

Internal Routing Versus External Routing

To ensure effective processing of network traffic, every router on your network needs to know
how to send a packet (directly or indirectly) to any other location/destination in your network.
Thisisreferred to asinternal routing and can be done with static routes or using active, inter-
nal routing protocols, such as RIP, RIPv2, and OSPF.

It isalso useful to tell routers outside your network (upstream providers or peers) about the
routes you can access in your network. External networks (those outside your own) that are
under the same administrative control are referred to as autonomous systems (AS). Sharing of
routing information between autonomous systems is known as external routing.

External BGP (eBGP) is used to exchange routes between different autonomous systems
whereas internal BGP (iBGP) is used to exchange routes within the same autonomous system.
AniBGPisatype of internal routing protocol you can use to do active routing inside your net-
work. It also carries AS path information, which isimportant when you are an | SP or doing
BGP transit.

NOTE — The iBGP peers must be part of a fully meshed network, as shown in Figure 1-3.
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Figure 1-3 iIBGP and eBGP

Typicaly, an AS has one or more multiple border routers—peer routers that exchange routes
with other ASs—and an internal routing scheme that enables routersin that AS to reach every
other router and destination within that AS. When you advertise routes to border routers on
other autonomous systems, you are effectively committing to carry datato the | P space repre-
sented in the route being advertised. For example, if you advertise 192.204.4.0/24, you are
declaring that if another router sends you data destined for any addressin 192.204.4.0/24, you
know how to carry that data to its destination.

Forming BGP Peer Routers

Two BGP routers become peers or neighbors once you establish a TCP connection between
them. For each new route, if apeer isinterested in that route (for example, if apeer would like
to receive your static routes and the new route is static), an update message is sent to that peer
containing the new route. For each route removed from the route table, if the route has already
been sent to a peer, an update message containing the route to withdraw is sent to that peer.

For each Internet host, you must be able to send a packet to that host, and that host hasto have a
path back to you. This means that whoever provides Internet connectivity to that host must have
apath to you. Ultimately, this means that they must “hear aroute” which covers the section of the
I P space you are using; otherwise, you will not have connectivity to the host in question.

BGP Failover Configuration

Use the following example to create redundant default gateways for an Alteon Web switch at a
Web Host/I SP site, eliminating the possibility, should one gateway go down, that requests will
be forwarded to an upstream router unknown to the switch.
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As shown in Figure 1-4, the switch is connected to ISP 1 and ISP 2. The customer negotiates
with both ISPs to allow the Web switch to use their peer routers as default gateways. The ISP
peer routers will then need to announce themselves as default gateways to the Web switch.

Peer 1 Router (S0 ISP 2 Peer 2 Router
(Primary) AS 100 AS 200 (Secondary)
IP: 200.200.200.2 IP:210.210.210.2
RN

Web switch
announces
routes with
metric of "3"

Alteon metric = AS path
length (metric of '3' = local
AS repeated 3 times

Default gateway,
with routes having
shorter AS PATH

VIP: 200.200.200.200
Alteon Web switch

IP: 200.200.200.1
1P:210.210.210.1

A}

4 \
,I' \\
= -
Real server 1 Real server 2
IP: 200.200.200.10 IP:200.200.200.11

Figure 1-4 BGP Failover Configuration Example

On the Web switch, one peer router (the secondary one) is configured with alonger AS path
than the other, so that the peer with the shorter AS path will be seen by the switch as the pri-
mary default gateway. ISP 2, the secondary peer, is configured with ametric of “3,” thereby
appearing to the switch to be three router hops away.

1. Configurethe switch asyou normally would for Server Load Balancing (SL B).
B Assignan IP address to each of the real serversin the server pool.
B Define each real server.
B Defineareal server group.
B Defineavirtual server.
B Define the port configuration.

For more information about SLB configuration, refer to Chapter 6.
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2. Definethe VLANS.

For simplicity, both default gateways are configured in the same VLAN in this example. The
gateways could be in the same VLAN or different VLANS.

>> # [cfg/vlian 1 (Select VLAN 1)
>> vl an 1# add <port number> (Add a port to the VLAN member ship)
>> vlan 1# ena (Enable VLAN 1)

3. Definethel P interfaces.

The switch will need an IP interface for each default gateway to which it will be connected.
Each interface will need to be placed in the appropriate VLAN. These interfaces will be used
as the primary and secondary default gateways for the switch.

>> [cfgl/ip/rearp 10 (Set re-ARP period for interfaceto 10)
>> | P# nmetrc strict (Set metric for default gateway)

>> |P#If 1 (Select default gateway interface 1)
>> | P Interface 1# ena (Enable switch interface 1)

>> | P Interface 1# addr 200.200.200.1 (Configure IP address of interface 1)
>> | P Interface 1# mask 255.255.255.0 (Configure IP subnet address mask)
>> | P Interface 1# broad 200. 200. 200. 255 (Configure IP broadcast address)

>> |P Interface 1# vlan 1 (Configure VLAN # for thisinterface)
>> |P Interface 1# ../ip/lif 2 (Select default gateway interface 2)
>> | P Interface 2# ena (Enable switch interface 2)

>> | P Interface 2# addr 210.210.210.1 (Configure IP address of interface 2)
>> | P Interface 2# mask 255.255.255.0 (Configure IP subnet address mask)
>> | P Interface 2# broad 210.210. 210. 255 (Configure IP broadcast address)

>> | P Interface 2# vlian 1 (Configure VLAN # for thisinterface)

4. EnablelP forwarding.

IPforwarding isused for VLAN-to-VLAN (non-BGP) routing. You need to enable IP forward-
ing if the default gateways are on different subnets or if the switch is connected to different
subnets and those subnets need to communicate through the switch (which they almost always
do).

>> [cfg/ip/ frwd on (Enable IP forwarding)

NoTE — To help eliminate the possibility for a Denia of Service (DoS) attack, the forwarding
of directed broadcasts is disabled by default.
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5. Configure BGP peer router 1 and 2.

Peer 1 isthe primary gateway router. Peer 2 is configured with ametric of “3.” Thenetri c

option iskey to ensuring gateway traffic is directed to Peer 1, asit will make Peer 2 appear to
be three router hops away from the switch. Thus, the switch should never use it unless Peer 1
goes down.

>> BGP
>> BGP
>> BGP
>> BGP
>> BGP
>> BGP
>> BGP
>> BGP
>> BGP
>> BGP
>> BGP
>> BGP

Peer
Peer
Peer
Peer
Peer
Peer
Peer
Peer
Peer
Peer
Peer
Peer

1#
1#
1#
1#
1#
1#
2#
2#
2#
2#
2#
2#

>> # [cfglipl/bgp/peer 1

ena
addr 200. 200. 200. 2
i f 200.200.200.1

| as 300

ras 100

..l peer 2

ena

addr 210.210.210.2
if 210.210.210.1

| as 300

ras 200

metric 3

(Select BGP peer router 1)
(Enable this peer configuration)
(Set IP address for peer router 1)
(Set IP interface for peer router 1)
(Set local AS number)

(Set remote AS number)

(Select BGP peer router 2)
(Enable this peer configuration)
(Set IP address for peer router 2)
(Set IP interface for peer router 2)
(Set local AS number)

(Set remote AS number)

(Set ASpath length to 3 router hops)

The metric command in the peer menu tellsthe Alteon Web switch to create an AS path of “3”
when advertising via BGP.

6. On theswitch, apply and save your configuration changes.

>> BGP Peer 2# apply
>> save

(Make your changes active)
(Save for restore after reboot)
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DHCP Relay

Dynamic Host Configuration Protocol (DHCP) is atransport protocol that provides a frame-
work for automatically assigning | P addresses and configuration information to other |P hosts
or clientsin alarge TCP/IP network. Without DHCP, the | P address must be entered manually
for each network device. DHCP allows a network administrator to distribute I P addresses from
acentral point and automatically send a new |P address when a device is connected to a differ-
ent place in the network.

DHCP s an extension of another network | P management protocol, Bootstrap Protocol
(BOOTP), with an additional capahility of being ableto dynamically all ocate reusable network
addresses and configuration parameters for client operation.

Built on the client/server model, DHCP allows hosts or clients on an IP network to obtain their
configurations from a DHCP server, thereby reducing network administration. The most sig-
nificant configuration the client receives from the server isits required IP address; (other
optional parameters include the “generic” file name to be booted, the address of the default
gateway, and so forth).

Nortel Networks DHCP relay agent eliminates the need to have DHCP/BOOTP servers on
every subnet. It allows the administrator to reduce the number of DHCP servers deployed on
the network and to centralize them. Without the DHCP relay agent, there must be at least one
DHCP server deployed at each subnet that has hosts needing to perform the DHCP request.

DHCP Overview

DHCP s described in RFC 2131, and the DHCP relay agent supported on Alteon Web
switchesis described in RFC 1542. DHCP uses UDP asiits transport protocol. The client sends
messages to the server on port 67 and the server sends messages to the client on port 68.

DHCP defines the methods through which clients can be assigned an |P address for afinite
lease period and allowing reassignment of the I P address to another client later. Additionally,
DHCP provides the mechanism for aclient to gather other 1P configuration parametersit needs
to operate in the TCP/IP network.

In the DHCP environment, the Alteon Web switch acts as arelay agent. The DHCP relay fea-
ture (/ cf g/ i p/ boot p) enables the switch to forward a client request for an IP address to
two BOOTP servers with P addresses that have been configured on the switch.

When a switch receives a UDP broadcast on port 67 from a DHCP client requesting an |P
address, the switch acts as a proxy for the client, replacing the client source IP (SIP) and desti-
nation |P (DIP) addresses. The request is then forwarded as a UDP Unicast MAC layer mes-
sage to two BOOTP servers whose | P addresses are configured on the switch. The servers
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respond as aa UDP Unicast message back to the switch, with the default gateway and IP
address for the client. The destination | P addressin the server response represents the interface
address on the switch that received the client request. Thisinterface address tells the switch on
which VLAN to send the server response to the client.

DHCP Relay Agent Configuration

To enable the Alteon Web switch to be the BOOTP forwarder, you need to configure the
DHCP/BOOTP server | P addresses on the switch. Generally, you should configure the com-
mand on the switch IP interface closest to the client so that the DHCP server knows from
which | P subnet the newly allocated | P address should come.

The following figure shows a basic DHCP network example:

Boston Atlanta
' l'" 20 1.1.1 i 10.1.1.2 ‘:
DHCP Client Web Switch DHCP Server

DHCP Relay Agent

Figure 1-5 DHCP Relay Agent Configuration

In Alteon Web switch implementation, there is no need for primary or secondary servers. The
client request is forwarded to the BOOTP servers configured on the switch. The use of two
servers provide failover redundancy. However, no health checking is supported.

Use the following commands to configure the switch as a DHCP relay agent:

>> # [cfglip/bootp

>> Bootstrap Protocol Rel ay# addr (Set IP address of BOOTP server)
>> Boot strap Protocol Rel ay# addr2 (Set IP address of 2nd BOOTP server)
>> Bootstrap Protocol Rel ay# on (Globally turn BOOTP relay on)

>> Bootstrap Protocol Rel ay# off (Globally turn BOOTP relay off)

>> Boot strap Protocol Relay# cur (Display current configuration)

Additionally, DHCP Relay functionality can be assigned on a per interface basis. Use the fol-
lowing command to enable the Relay functionality:

>> # [cfglip/lif <interfacenumber>/relay ena ‘
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CHAPTER 2

VLANS

This chapter describes network design and topology considerations for using Virtual Local Area
Networks (VLANS). VLANs are commonly used to split up groups of network usersinto man-
ageable broadcast domains, to create logical segmentation of workgroups, and to enforce security
policies among logical segments. The following topics are discussed in this chapter:

“VLAN ID Numbers’ on page 44
“VLAN Tagging” on page 44
“VLANsand the IP Interfaces’ on page 45

This section briefly describes how management functions can only be accomplished from
stations on VLANSs that include an IP interface to the switch.

“VLAN Topologies and Design Issues’ on page 45

This section discusses how you can logically connect users and segments to a host that
supports many logical segments or subnets by using the flexibility of the multiple VLAN
system.

“VLANSs and Spanning Tree Protocol” on page 49
“VLANs and Default Gateways’ on page 58
“VLANSs and Jumbo Frames” on page 63

NOTE — Basic VLANSs can be configured during initial switch configuration (see “Using the
Setup Utility” in the Web OS Command Reference). More comprehensive VLAN configuration
can be done from the Command Line Interface (see “VLAN Configuration” aswell as*“Port
Configuration” in the Web OS Command Reference).

Alteon Systems 43
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VLAN ID Numbers

Web OS supports up to 246 VLANS per switch. Even though the maximum number of VLANSs
supported at any given time is 246, each can be identified with any number between 1 and
4094.

VLANSs are defined on a per-port basis. Each port on the switch can belong to one or more
VLANS, and each VLAN can have any number of switch portsin its membership. Any port
that belongs to multiple VLANSs, however, must have VLAN tagging enabled (see “VLAN

Tagging” on page 44).

Each port in the switch has a configurable default VLAN number, known asits PVID. The fac-
tory default value of al PVIDsis 1. Thisplacesal ports on the same VLAN initially, although
each port’'s PVID is configurable to any VLAN number between 1 and 4094.

Any untagged frames (those with no VLAN specified) are classified with the sending port’s
PVID.

VLAN Tagging

Web OS software supports 802.1Q VLAN tagging, providing standards-based VLAN support
for Ethernet systems.

Tagging placesthe VLAN identifier in the frame header, alowing multiple VLANS per port.
When you configure multiple VLANS on a port, you must also enable tagging on that port.

Since tagging fundamentally changes the format of frames transmitted on a tagged port, you
must carefully plan network designs to prevent tagged frames from being transmitted to
devicesthat do not support 802.1Q VLAN tags.

44 w Chapter 2: VLANs Alteon S¥stems
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VLANSs and the IP Interfaces

Carefully consider how you create VL ANs within the switch, so that communication with the
switch Management Processor (MP) remains possible.

You can access the switch for remote configuration, trap messages, and other management
functions only from stations on VLANSsthat include an I P interface to the switch (see “1P Inter-
face Menu” section in the Web OS Command Reference). Likewise, you can cut off accessto
management functionsto any VLAN by excluding IP interfaces from the VLAN’s member-
ship.

For example, if all IP interfaces are left on VLAN 1 (the default), and all ports are configured
for VLANSs other than VLAN 1, then switch management features are effectively cut off. If an
IPinterface is added to one of the other VLANS, the stationsin that VLAN will al have access
to switch management features.

VLAN Topologies and Design Issues

By default, the Web OS software hasasingle VLAN configured on every port. This configura-
tion groups all portsinto the same broadcast domain. The VLAN has an 802.1Q VLAN PVID
of 1. VLAN tagging isturned off, because by default only asingle VLAN is configured per
port.

Since VLANs are most commonly used to create individual broadcast domains and/or separate
I P subnets, host systems should be present on more than one VLAN simultaneously. Alteon
Web switches and VL AN-tagging server adapters support multiple VLANS on a per-port or
per-interface basis, allowing very flexible configurations.

You can configure multiple VLANSs on asingle VLAN-tagging server adapter, with each
VLAN being configured through alogical interface and logical 1P address on the host system.
Each VLAN configured on the server adapter must also be configured on the switch port to
which it is connected. If multiple VLANSs are configured on the port, tagging must be turned
on.

Using this flexible multiple VLAN system, you can logically connect users and segmentsto a
host with a single VLAN-tagging adapter that supports many logical segments or subnets.

Alteon Systems Chapter 2: VLANs m 45
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Example 1:

Multiple VLANS with Tagging Adapters

Server #1
_-I: VLAN #3

Server #2

#  Gigabit/Tagged
o

adapter

(All VLANS)

Alteon
Web Switch

L8

PC #1
VLAN #2

Shared Media

&

NT N7 N7 NP

. ' e

PC #2 PC #3 PC #4 PC #5

VLAN #2 VLAN #1 VLAN #3 Gigabit/Tagged
adapter

VLANS #1 & #2

Figure 2-1 Example 1: Multiple VLANs with Tagging Gigabit Adapters

The features of this VLAN are described below:

Component Description

Web Switch This switch is configured for three VLANS that represent three differ-
ent | P subnets. Two servers and five clients are attached to the switch.

Server #1 This server is part of VLAN 3 and only has presence in one | P subnet.
The port that the VLAN is attached to is configured only for VLAN 3,
so VLAN tagging is off.

Server #2 This high-use server needs to be accessed from all VLANs and |P sub-

nets. The server has an VLAN-tagging adapter installed with VLAN
tagging turned on. The adapter is attached to one of the Web switch's
Gigabit Ethernet ports, that is configured for VLANs 1, 2, and 3. Tag-
ging isturned on. Because of the VLAN tagging capabilities of both the
adapter and the switch, the server is able to communicate on all three IP
subnetsin this network. Broadcast separation between all three VLANS
and subnets, however, is maintained.

46 m Chapter 2: VLANs
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Component

Description

PCs#1 and #2

These PCs are attached to a shared media hub that is then connected to
the switch. They belongto VLAN 2 and are logically in the same IP
subnet as Server 2 and PC 5. Tagging is not enabled on their switch
port.

PC #3

A member of VLAN 1, this PC can only communicate with Server 2
and PC 5.

A member of VLAN 3, this PC can only communicate with Server 1
and Server 2.

PC #5

A member of both VLAN 1 and VLAN 2, this PC has VLAN-tagging

Gigabit Ethernet adapter installed. It can communicate with Server #2

viaVLAN 1, and to PC #1 and PC #2 viaVLAN 2. The switch port to
which it is connected is configured for both VLAN 1 and VLAN 2 and
has tagging enabled.

NoTE — VLAN tagging is required only on ports that are connected to other Alteon Web
switches or on ports that connect to tag-capable end-stations, such as servers with VLAN-

tagging adapters.

Alteon Systems
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Example 2: Parallel Links with VLANS

Web Switch
10/100/20000 M bps Ethernet Server Switch
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Gigabit Ethernet Port 7 Gigabit Ethernet Port 8
VLAN #10, VLAN #22 VLAN #32,VLAN #109
Web Switch
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Figure 2-2 Example 2: Parallel Links with VLANSs

The following items describe the features of this example:

48 m Chapter 2: VLANs

Example 2 shows how it is possible, through the use of VLANS, to create configurations
where there are multiple links between two switches, without creating broadcast 1oops.

Two Alteon Web switches are connected with two different Gigabit Ethernet links. With-
out VLANS, this configuration would create a broadcast loop, but the STP topology reso-

Iution process resolves parallel 1oop-creating links.

To prevent broadcast loops, port 7ison VLAN 10 and VLAN 22, port 8ison VLAN 32
and VLAN 109. Both switch-to-switch links are on different VLANSs and, thus, are sepa-

rated into their own broadcast domains.

Ports 1 and 2 on both switches are on VLAN 10; ports 3 and 4 on both switches are on
VLAN 22; Ports5 and 6 on both switchesare on VLAN 32; port 9 on both switchesare on

VLAN 109.

It is necessary to turn on Spanning Tree Protocol (STP) on at least one of the switch-to-
switch links or, aternately, turned on in both switches. STP Bridge Protocol Data Units
(BPDUSs) will be transmitted out both Gigabit Ethernet ports and interpreted by the switch

that there is aloop to resolve.

Spanning Treeis VLAN-aware.

Download from Www.Somanuals.com. All Manuals Search And Download.
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VLANSs and Spanning Tree Protocol

Spanning Tree Protocol (STP) detects and eliminates logical loopsin abridged or switched
network. STP forces redundant data paths into a standby (blocked) state. When multiple paths
exist, Spanning Tree configures the network so that a switch uses only the most efficient path.
If that path fails, Spanning Tree automatically sets up another active path on the network to
sustain network operations.

The relationship between port, trunk groups, VLANS, and Spanning Trees is shown in
Table 2-1.

Table 2-1 Ports, Trunk Groups, and VLANs

Switch Element Belongs to
Port Trunk group

or

One or more VLANs
Trunk group One or more VLANs
VLAN One Spanning Tree group

NOTE — Due to Spanning Tree's sequence of listening, learning, and forwarding or blocking,
lengthy delays may occur. For more information on using STP in cross-redundant topologies,
see “Eliminating Loops with STP and VLANS’ on page 278.

Alteon Systems Chapter 2: VLANs m 49
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Bridge Protocol Data Units (BPDUS)

To create a Spanning Tree, the Web switch generates a configuration Bridge Protocol Data
Unit (BPDU), which it then forwards out of its ports. All switchesin the Layer 2 network par-
ticipating in the Spanning Tree gather information about other switches in the network through
an exchange of BPDUs.

A BPDU isa64-byte packet that is sent out at aconfigurableinterval, whichistypically set for
two seconds. The BPDU is used to establish a path, much like a“hello” packet in IP routing.
BPDUs contain information about the transmitting bridge and its ports, including bridge and
MAC addresses, bridge priority, port priority, and path cost. If the ports are tagged, each port
sends out a special BPDU containing the tagged information.

The generic action of aswitch on receiving aBPDU isto compare the received BPDU toits
own BPDU that it will transmit. If the received BPDU is better than its own BPDU, it will
replace its BPDU with the received BPDU. Then, the Web switch adds its own bridge ID num-
ber and increments the path cost of the BPDU. The Web switch uses this information to block
any necessary ports.

Determining the Path for Forwarding BPDUs

When determining which port to use for forwarding and which port to block, Web switches use
information in the BPDU, including each bridge priority ID. A technique based on the “lowest
root cost” isthen computed to determine the most efficient path for forwarding.

For more information on bridge priority, port priority, and port cost, refer to the Web 0S10.0
Command Reference. Much like least-cost routing, root cost assigns lower values to high-
bandwidth ports, such as Gigabit Ethernet, to encourage their use. For example, a 10-Mbps
link hasa*“ cost” of 100, a 100-Mbps (Fast Ethernet) link carries a cost of 19, and a 1000-Mbps
(or Gigabit Ethernet) link has a cost of 4. The objective is to use the fastest links so that the
route with the lowest cost is chosen.
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Multiple Spanning Trees

Web OS 10.0 supports up to 16 instances of Spanning Trees or Spanning Tree groups. Each
VLAN can be placed on a unique Spanning Tree group per switch except for the default Span-
ning Tree group (STG 1). The default Spanning Tree group (1) can have morethan one VLAN.
All other Spanning Tree groups (2-16) can have only one VLAN associated with it. Spanning
Tree can be enabled or disabled for each port. Multiple Spanning Trees can be enabled on
tagged or untagged ports.

NOTE — By default, al newly created VLANSs are members of Spanning Tree Group 1.

Why Do We Need Multiple Spanning Trees?

Figure 2-3 shows a simple example of why we need multiple Spanning Trees. Two VLANS,
VLAN 1and VLAN 100 exist between Web switch A and Web switch B. If you have asingle
Spanning Tree group, the switches see an apparent loop, and one VLAN may become blocked,
affecting connectivity, even though no actual loop exists.

If VLAN 1 and VLAN 100 belong to different Spanning Tree Groups, then the two instances
of Spanning Tree separate the topol ogy without forming aloop. Both VLANSs can forward
packets between the Web switches without |osing connectivity.

~) VLAN 1 h)

Web Switch A VLAN 100 Web Switch B

Spanning Tree Group 1: VLAN 1
Spanning Tree Group 2: VLAN 100

Figure 2-3 Using Multiple Instances of Spanning Tree Protocol
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Example of a Four-Switch Topology with a Single Spanning Tree

In the four-switch topology example shown in Figure 2-4 on page 52, and assuming Web
switch A has a higher priority, you can have at least three |loops on the network:

B Dataflowing from Web switches A to B to C and back to Web switch A.
B Dataflowing from Web switches A to C to D and back to Web switch A
B Dataflowing from Web switches A to B to C to D and back to Web switch A.

With a single Spanning Tree environment, as shown in Figure 2-4, you will have two links
blocked to prevent loops on the network. It is possible that the blocks may be between Web
switches C and D and between Web switches B and C, depending on the bridge priority, port
priority, and port cost. The two blocks would prevent |ooping on the network, but the blocked
link between Web switches B and C will inadvertently isolate VLAN 3 atogether.

NoOTE — For more information on bridge priority, port priority, and port cost see the Web OS
10.0 Command Reference.

Web Switch A

Web Switch D Web Switch B

-

Web Switch C

Figure 2-4 VLAN 3 Isolated in a Single Spanning Tree Group
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Example of a Four-Switch Topology with Multiple Spanning Trees

If multiple Spanning Trees are implemented and each VLAN is on adifferent Spanning Tree,
elimination of logical loops will not isolate any VLAN.

Figure 2-5 shows the same four-switch topology asin Figure 2-4 on page 52, but with multiple
Spanning Trees enabled. The VLANS are identified on each of the three shaded areas connect-
ing the switches. The port numbers are shown next to each switch. The Spanning Tree Group
(STG) number for each VLAN is shown at the switch.

Web Switch A

. Web Switch B
Web Switch D

Web Switch C

Figure 2-5 Implementing Multiple Spanning Tree Groups

Three instances of Spanning Tree are configured in the example shown in Figure 2-5. Refer to
Table 2-2 on page 54 to identify the Spanning Tree group aVLAN is participating in for each
switch.
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Table 2-2 Multiple Spanning Tree Groups per VLAN

VLAN 1 VLAN 2 VLAN 3

Web Switch A Spanning TreeGroup1 ~ Spanning Tree Group 2
Ports 1 and 2 Port 8

Web Switch B Spanning TreeGroup 1~ Spanning Tree Group 2

Port 1 Port 8

Web SwitchC  Spanning Tree Group 1 Spanning Tree Group 2
Ports 1 and 2 Port 8

Web SwitchD  Spanning Tree Group 1

Ports1 and 8

Switch-Centric Spanning Tree Protocol

In Figure 2-5 on page 53, VLAN 2 is shared by Web switch A and B on ports 8 and 1 respec-
tively. Web switch A identifies VLAN 2 in Spanning Tree group 2 and Web switch B identifies
VLAN 2in Spanning Tree group 1. Spanning Tree group is switch-centric—it is used to iden-
tify the VLANS participating in the Spanning Tree groups. The Spanning Tree group ID is not
transmitted in the BPDU. Each Spanning Tree decision is based on the configuration of that

switch.
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VLAN Patrticipation in Spanning Tree Groups

TheVLAN participation for each Spanning Tree group in Figure 2-5 on page 53 isdiscussed in
the following sections:

VLAN 1 Participation

If Web switch A istheroot bridge, then Web switch A will transmit the BPDU for VLAN
1 on ports 1 and 2. Web switch C receives the BPDU on its port 2 and Web switch D
receives the BPDU on its port 1. Web switch D will block port 8 or Web switch C will
block port 1 depending on the information provided in the BPDU.

VLAN 2 Participation

Web switch A, the root bridge generates another BPDU for Spanning Tree Group 2 and
forwardsit out from port 8. Web switch B receivesthisBPDU onitsport 1. Port 1 on Web
switch B ison VLAN 2, Spanning Tree group 1. Because Web switch B has no additional
ports participating in Spanning Tree group 1, this BPDU is not be forwarded to any addi-
tional ports and Web switch A remains the designated root.

VLAN 3 Participation

For VLAN 3 you can have Web switch B or C to be the root bridge. If Web switch B isthe
root bridge for VLAN 3, Spanning Tree group 2, then Web switch B transmits the BPDU
out from port 8. Web switch C receives this BPDU on port 8 and is identified as participat-
ingin VLAN 3, Spanning Tree group 2. Since Web switch C has no additional ports par-
ticipating in Spanning Tree group 2, this BPDU is not forwarded to any additional ports
and Web switch B remains the designated root.
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Configuring Multiple Spanning Tree Groups

This configuration shows how to configure the three instances of Spanning Tree groups on the
Web switches A, B, C, and D illustrated in Figure 2-5 on page 53.

By default Spanning Trees 2-15 are empty, and Spanning Tree Group 1 contains all configured
VLANSsuntil individual VLANSs are explicitly assigned to other Spanning Tree groups. You
can have only one VLAN per Spanning Tree group except for Spanning Tree group 1.

1. Configurethefollowing on Web switch A:
Add port 8 to VLAN 2 and define Spanning Tree group 2 for VLAN 2.

>> # [cfg/vlan2 (Select VLAN 2 menu)

>> VLAN 2# add 8 (Add port 8)

>> VLAN 2# ../stp (Select STP menu)

>> Enter Spanning Tree group index [1-16]#2 (Select Spanning Tree Group 2)
>> Spanning Tree Group 2# add 2 (Add VLAN 2)

VLAN 2 isautomatically removed from Spanning Tree Group 1.

2. Configurethefollowing on Web switch B:
Add port 1to VLAN 2, port 8 to VLAN 3 and define Spanning Tree groups 2 for VLAN 3.

>> # [cfgl/vlan2 (Select VLAN 2 menu)
>> VLAN 2# add 1 (Add port 1)

>> VLAN 2# ../stp (Select STP menu)
>> VLAN 2# ../vlan3 (Select VLAN 3 menu)
>> VLAN 3# add 8 (Add port 8)

>> VLAN 3# ../stp (Select STP menu)
>> Enter Spanning Tree group index [1-16]# 2(Select group 2)
>> Spanning Tree Group 2# add 2 (Add VLAN 3)

VLAN 3isautomatically removed from Spanning Tree group 1 and by default VLAN 2
remainsin Spanning Tree group 1.

NOTE — Each instance of Spanning Tree group is enabled by default.
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3. Configurethefollowing on Web switch C:
Add port 8 to VLAN 3 and define Spanning Tree group 3 for VLAN 3.

>> # [cfg/vlan3 (Select VLAN 3 menu)
>> VLAN 3# add 8 (Add port 8)

>> VLAN 3# ../stp (Select STP menu)
>> Enter Spanning Tree group index [1-16]#3 (Select group 3)

>> Spanning Tree Group 2# add 3 (Add VLAN 3)

VLAN 3isautomatically removed from Spanning Tree group 1 and by default VLAN 2
remainsin Spanning Tree Group 1.

NoTE — Web switch D does not reguire any special configuration for multiple Spanning Trees,
because it configured for the default Spanning Tree group (STG 1) only.
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VLANs and Default Gateways

Web OS allows you to assign different default gateways for each VLAN. You can effectively
map multiple customersto specific gateways on a single switch. The benefits of segregating
customersto different default gateways are:

B Resource optimization
B Enhanced customer segmentation

B Improved service differentiation

Segregating VLAN Traffic

Deploy this feature in an environment where you want to segregate VLAN traffic to a config-
ured default gateway. In Figure 2-6, VLANS 2 and 3 have different routing requirements.
VLAN 2isrequired to route traffic through default gateway 5 and VLAN 3 isrequired to route
traffic through default gateway 6.

Router 1
\1/(|)-A1|(\)l fZO Gateway 5: 10.10.1.20
B Gateway 6:10.10.1.30 VLAN 2 using Gateway 5
Gateway 1:10.10.4.1 172.21.2.1
nortelnetworks.com -
192.168.20.200 IF 3:172.21.2.200
Internet IF 4:172.21.3.200
Router 2
yahoo.com VLAN 4
200.1.2.200 10.10.1.30
: gl
:E ;: 1818}“110 VLAN 3 using Gateway 6
o 172.21.3.1
Router 3
VLAN 1
10.10.4.1

Figure 2-6 Default Gateways per VLAN

You can configure 246 default gateways per VLAN with values starting from 5 through 250. If
default gateways per VLAN fail, then traffic is directed to default gateways 1 through 4.
Default gateways 1 through 4 are used for load balancing session requests and as backup when
a specific gateway that has been assigned to aVLAN is down.
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In the example shown in Figure 2-6, if default gateways 5 or 6 fail, then traffic is directed to
default gateway 1, which is configured with 1P address 10.10.4.1. If default gateways 1
through 4 are not configured on the switch, then packets from VLAN 2 and VLAN 3 aredis-
carded.

The route cache table on the switch records each session request by mapping the destination IP
address with the MAC address of the default gateway. The command/ i nf o/ ar p/ dunp on
the switch command line will display the entries in the route cache similar to those shown in
Table 2-3. The destination | P addresses (see the last two rows) are associated with the MAC
addresses of the default gateways.

Table 2-3 Route Cache Example

Destination IP Flags MAC address VLAN Port Referenced
address ports
10.10.1.1 P 00:60:cf:46:48:60 4 1-9
10.10.1.20 00:60:cf:44:cd:a0 4 1 empty
10.10.1.30 00:60:cf:42:3b:40 4 2 empty
10.104.1 00:60:cf:42:77:€0 1 3 empty
10.10.4.40 P 00:60:cf:46:48:60 1 1-9
172.21.2.27 00:50:da:17:¢8:05 2 7 1
172.21.2.200 P 00:60:cf:46:48:60 2 19
172.21.3.14 00:¢0:4f:09:3e:56 3 8 2
172.21.2.200 P 00:60:cf:46:48:60 3 19
192.168.20.200 R 00:60:cf:44:cd:a0 4 1 7
200.1.2.200 R 00:60:cf:42:3b:40 4 2 8

Asshown in Table 2-3, traffic from VLAN 2 uses Gateway 5 to access destination | P address
192.168.20.200. If traffic from VLAN 3 requests the same destination address, then traffic is
routed via Gateway 5 instead of Gateway 6, because 192.168.20.200 in the route cacheis
mapped to Gateway 5. If the requested route is not in the route cache, then the switch reads the
routing table. If the requested routeis not in the routing table, then the switch looks at the con-
figured default Gateway.

Alteon Systems
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Configuring the Local Network

To completely segregate VLAN traffic to its own default gateway, you can configure the local
network addresses of the VLAN. Thiswill ensurethat all traffic from VLAN 2 isforwarded to

Gateway 5 and all traffic from VLAN 3 isforwarded to Gateway 6.

Typically, the switch routes traffic based on the routes in the routing table. The routing table
will contain an entry of the configured local network with the default gateway. The route cache
will not contain the route entry. This configuration provides a more secure environment, but
affects performance if the routing table is close to its maximum capacity.

NoTE — Web OS alows you to configure up to five local networks.

Configuring Default Gateways per VLAN

Follow this procedure to configure the example shown in Figure 2-6:

1. Assign an IP addressfor each router and client workstation.

2. Assign an IPinterfacefor each subnet attached to the switch.

>>

>>

>>

>>
>>

IP Interface

IP Interface

IP Interface

IP Interface
IP Interface

1#

2#

3#

4#
4#

>> [cfglip/if 1 (Select IP interface 1 for gateway 5 &
6 subnet)
>> | P Interface 1# addr 10.10.1.1 (Assign IP address for interface 1)

mask 255. 255. 255.0

>> | P Interface 1# broad 10. 10. 1. 255 (Assign broadcast address for |F 1)
>> | P Interface 1# vlan 4 (Assign VLAN 4to IF 1)

>> |P Interface 1# ../if 2 (Select IP interface 2 for gateway 1)
>> | P Interface 2# addr 10.10. 4. 40 (Assign IP address for interface 2)

>> | P Interface 2# mask 255.255.255.0 (Assign mask for IF 2)

broad 10. 10. 4. 255

>> | P Interface 2# vlian 1 (Assign VLAN 1to IF 2)

>> |P Interface 2# ../if 3 (Select IP interface 3 for VLAN 2
subnet)

>> | P Interface 3# addr 172.21.2.200 (Assign IP address for interface 3)

>> | P Interface 3# mask 255.255.255.0 (Assign mask for IF 3)

broad 172.21. 2. 255

>> | P Interface 3# vlan 2 (Assign VLAN 2to IF 3)

>> |P Interface 3# ../if 4 (Select IP interface 4 for VLAN 3)
subnet)

>> | P Interface 4# addr 172.21.3.200 (Assign IP address for interface 4)

>> | P Interface 4# mask 255.255.255.0 (Assign mask for IF 4)

broad 172.21. 3. 255
vlian 3

(Assign mask for IF 1)

(Assign broadcast address for IF 2)

(Assign broadcast address for IF 3)

(Assign broadcast address for |F 4)
(Assign VLAN 3 to IF 4)
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3. Configurethe default gateways.

Configuring default gateways 5 and 6 for VLANSs 2 and 3 respectively. Configure default gate-
way 1 for load balancing session requests and as backup when default gateways 5 and 6 fail.

>> [cfglip/gw 5 (Select default gateway 5)
>> Default gateway 5# addr 10.10.1.20 (Assign IP address for gateway 5)
>> Default gateway 5# ../gw 6 (Select default gateway 6)
>> Default gateway 6# addr 10.10.1.30 (Assign IP address for gateway 6)
>> Default gateway 6# ../gw 1 (Select default gateway 1)
>> Default gateway 1# addr 10.10.4.1 (Assign IP address for gateway 1)

NOTE — The IP address for default gateways 1 to 4 must be unique. 1P addresses for default
gateways 5 to 250 can be set to the same | P address as the other gateways (including default
gateway 1 to 4). For example, you can configure two default gateways with the same IP
address for two different VLANS.

4. AddtheVLANSsto thedefault gateways and enable them.

>> [cfglip/gw5 (Select default gateway 5)
>> Default gateway 5# vlan 2 (Add VLAN 2 for default gateway 5)
>> Default gateway 5# ena (Enable default gateway 5)
>> Default gateway 5# ../ gw 6 (Select default gateway 6)
>> Default gateway 6# vlan 3 (Add VLAN 3 for default gateway 6)
>> Default gateway 6# ena (Enable default gateway 6)
>> Default gateway 6# ../gw 1 (Select default gateway 1)
>> Default gateway 1# ena (Enable gateway 1 for all VLAN s)

5. Apply and verify your configuration.

>> Default gateway 1# ../cur (Miew current | P settings)

Examine the results under the gateway section. If any settings are incorrect, make the appropri-
ate changes.
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6. (Optional) Configurethelocal networksto ensurethat the VL ANs use the configured
default gateways.

>> | P# frwd/ | ocal (Select the local network Menu)

>> | P Forwardi ng# add 10.10.0.0 (Specify the network for routers 1, 2,
& 3)

>> | P Forwardi ng# mask 255.255.0.0 (Add the mask for the routers)

>> | P Forwardi ng# add 172.21.2.0 (Specify the network for VLAN 2)

>> | P Forwardi ng# mask 255.255.255.0 (Add the mask for VLAN 2 network)

>> | P Forwardi ng# add 172.21.3.0 (Specify the network for VLAN 3)

>> | P Forwardi ng# mask 255.255.255.0 (Add the mask for VLAN 3)

7. Apply and save your new configuration changes.

>> | P Forwardi ng# apply
>> | P Forwar di ng# save
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VLANs and Jumbo Frames

To reduce host frame processing overhead, Gigabit network adapters that can handle frame
sizes of 9K and higher (such as the 3COM PCI-X/PCI Gigabit adapters) and Alteon Web
switches, both running operating Web OS version 2.0 or later, can receive and transmit frames
that are far larger than the maximum normal Ethernet frame. By sending one Jumbo frame
instead of myriad smaller frames, the same task is accomplished with less processing.

The switches and the adapter should support Jumbo frame sizes up to 9018 octets. Jumbo
frames can be transmitted and received between Gigabit adapter-enabled hosts through the
switch across any VLAN that has Jumbo frames enabled.

Isolating Jumbo Frame Traffic using VLANS

Jumbo frame traffic must not be used on aVLAN where thereisany device that cannot process
frame sizes larger than Ethernet maximum frame size.

Additional VLANSs can be configured on the adapters and switches to support hon-Jumbo
frame VLANSs for servers and workstations that do not support extended frame sizes. End-sta-
tionsinstalled with Jumbo frames-capable Gigabit adapters, and attached to Web switches can
communicate across both the Jumbo frame VLANSs and regular frame VLANS at the same
time.

In the exampleillustrated in Figure 2-7 on page 64, the two servers can handle Jumbo frames
but the two clients cannot; therefore Jumbo frames should only be enabled and used on the
VLAN represented by the solid lines but not for the VLAN with the dashed lines. Jumbo
frames are not supported on ports that are configured for half-duplex mode.
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Jumbo Frame

Normal Frame Normal Frame
VLAN ‘ VLAN
-
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Figure 2-7 Jumbo Frame VLANs

Routing Jumbo Frames to Non-Jumbo Frame VLANs

When |Prouting is used to route traffic between VLANS, the switch will fragment Jumbo UDP
datagrams when routing from a Jumbo frame VLAN to a non-Jumbo frame VLAN. The result-
ing Jumbo frame to regular frame conversion makes implementation even easier.
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CHAPTER 3

Port Trunking

Alteon

Trunk groups can provide super-bandwidth, multi-link connections between Alteon Web
switches or other trunk-capable devices. A trunk group is a group of ports that act together,
combining their bandwidth to create asingle, larger virtua link. This chapter provides configu-
ration background and examples for trunking multiple ports together:

B Overview

B “Port Trunking Example” on page 67

Overview

When using port trunk groups between two Alteon Web switches as shown in Figure 3-1, you
can create avirtual link between the switches operating up to six gigabits per second, depend-
ing on how many physical ports are combined. The switch supports up to four trunk groups per
switch, each with two to six links.

101&}1/!\1510%51 ?hIV‘iaE'phSMldv WIU\YQllm&Mb) gl\laii!c'gm(m
30 30 S ST ST 3 S S 300 30 S S0 3T - S S
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Aggregate Port Trunk

Figure 3-1 Port Trunk Group

Trunk groups are also useful for connecting an Alteon Web switch to third-party devices that
support link aggregation, such as Cisco routers and switches with EtherChannel technology
(not ISL trunking technology) and Sun's Quad Fast Ethernet Adapter. Nortel Networks trunk
group technology is compatible with these devices when they are configured manually.
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Statistical Load Distribution

Network traffic is statistically 1oad bal anced between the ports in atrunk group. The Web OS-
powered switch uses both the Layer 2 MAC address and Layer 3 |P address information
present in each transmitted frame for determining load distribution.

The addition of Layer 3 1P address examination is an important advance for traffic distribution
in trunk groups. In some port trunking systems, only Layer 2 MAC addresses are considered in
the distribution algorithm. Each packet’s particular combination of source and destination
MAC addresses results in selecting one line in the trunk group for data transmission. If there
are enough Layer 2 devices feeding the trunk lines, then traffic distribution becomes relatively
even. In some topologies, however, only alimited number of Layer 2 devices (such as a hand-
ful of routers and servers) feed the trunk lines. When this occurs, the limited number of MAC
address combinations encountered resultsin alopsided traffic distribution, which can reduce
the effective combined bandwidth of the trunked ports.

By adding Layer 3 IP address information to the distribution algorithm, afar wider variety of
address combinationsis seen. Even with just afew routers feeding the trunk, the normal
source/destination | P address combinations (even within asingle LAN) can be widely varied.
Thisresultsin awider statistical load distribution and maximizes the use of the combined
bandwidth available to trunked ports.

Built-In Fault Tolerance

Since each trunk group is comprised of multiple physical links, the trunk group is inherently
fault tolerant. Aslong as one connection between the switchesis available, the trunk remains
active.

Statistical load balancing is maintained whenever a port in atrunk group islost or returned to
service,
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Port Trunking Example

In the example below, three ports will be trunked between two Alteon Web switches.

Switch #1 Switch #2
Web Switch Web Switch

1 3 3 81D S $E 4 S 15 $0 3§D 3 8 3 4
Bloot> ool ) | o fealioatios) ;4:§§§§?§§T§§

Trunk 1: Ports 2, 4, and 5 on Switch 1 Trunk 3: Ports 4, 6, and 9 on Switch 2

Figure 3-2 Port Trunk Group Configuration Example

Prior to configuring each switch in the above example, you must connect to the appropriate
switch’s Command Line Interface (CLI) as the administrator.

NOTE — For details about accessing and using any of the menu commands described in this
example, see the Web OS Command Reference.

1. Connect the switch portsthat will beinvolved in thetrunk group.

2. Follow these steps on Web switch 1:
(a) Defineatrunk group.

>> # [cfg/trunk 1 (Select trunk group 1)
>> Trunk group 1# add 2 (Add port 2 to trunk group 1)
>> Trunk group 1# add 4 (Add port 4 to trunk group 1)
>> Trunk group 1# add 5 (Add port 5 to trunk group 1)
>> Trunk group 1# ena (Enable trunk group 1)

(b) Apply and verify the configuration.

>> Trunk group 1# apply (Make your changes active)
>> Trunk group 1# cur (View current trunking configuration)

Examine the resulting information. If any settings are incorrect, make appropriate changes.

(c) Saveyour new configuration changes.

>> Trunk group 1# save (Save for restore after reboot)
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3. Repeat the process on Web switch 2.

>> # [cfg/trunk 3 (Select trunk group 3)

>> Trunk group 3# add 4 (Add port 4 to trunk group 3)

>> Trunk group 3# add 6 (Add port 6 to trunk group 3)

>> Trunk group 3# add 9 (Add port 9 to trunk group 3)

>> Trunk group 3# ena (Enable trunk group 3)

>> Trunk group 3# apply (Make your changes active)

>> Trunk group 3# cur (View current trunking configuration)
>> Trunk group 3# save (Save for restore after reboot)

Trunk group 1 (on Web switch 1) is now connected to trunk group 3 (on Web switch 2).

NOTE — In this example, two Alteon Web switches are used. If athird-party device supporting
link aggregation is used (such as Cisco routers and switches with EtherChannel technology or
Sun’s Quad Fast Ethernet Adapter), trunk groups on the third-party device should be config-
ured manually. Connection problems could arise when using automatic trunk group negotia-
tion on the third-party device.

4. Examinethetrunking information on each switch.

>> [infoltrunk (VMiew trunking information)

Information about each port in each configured trunk group will be displayed. Make sure that
trunk groups consist of the expected ports and that each port is in the expected state.

The following restrictions apply:

B Any physical switch port can belong to only one trunk group.
B Uptofour ports can belong to the same trunk group.

B Best performanceis achieved when al portsin any given trunk group are configured for
the same speed.

B Trunking from non-Alteon devices must comply with Cisco® EtherChannel® technology.
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CHAPTER 4

OSPF

Web OS 10.0 supports the Open Shortest Path First (OSPF) routing protocol. The Web OS
implementation conforms to the OSPF version 2 specifications detailed in Internet RFC 1583.
The following sections discuss OSPF support for the Alteon AD4/184 Web switches:

B “OSPF Overview” on page 69. This section provides information on OSPF concepts, such
as types of OSPF areas, types of routing devices, neighbors, adjacencies, link state data-
base, authentication, and internal versus external routing.

B “OSPF Implementation in Web OS” on page 74. This section describes how OSPF is
implemented in Web OS, such as configuration parameters, electing the designated router,
summarizing routes, defining route maps and so forth.

B “OSPF Configuration Examples’ on page 83. This section provides step-by-step instruc-
tions on configuring four different configuration examples:

O Creating asimple OSPF domain
O Creating virtual links
O Summarizing routes

O Creating host routes

OSPF Overview

OSPF is designed for routing traffic within a single IP domain called an Autonomous System
(AS). The AS can be divided into smaller logical units known as areas.

All routing devices maintain link information in their own Link State Database (LSDB). The
LSDB for all routing deviceswithin an areaisidentical but is not exchanged between different
areas. Only routing updates are exchanged between areas, thereby significantly reducing the
overhead for maintaining routing information on alarge, dynamic network.

The following sections describe key OSPF concepts.
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Types of OSPF Areas

An AS can be broken into logical units known as areas. In any AS with multiple areas, one
areamust be designated as area 0, known as the backbone. The backbone acts as the central
OSPF area. All other areasin the AS must be connected to the backbone. Areas inject sum-
mary routing information into the backbone, which then distributes it to other areas as needed.

As shown in Figure 4-1, OSPF defines the following types of areas:

B Stub Area—an areathat is connected to only one other area. External route information is
not distributed into stub areas.

B Not-So-Stubby-Area (NSSA)—similar to a stub area with additional capabilities. Routes
originating from within the NSSA can be propagated to adjacent transit and backbone
aress. External routes from outside the AS can be advertised within the NSSA but are not
distributed into other areas.

B Transit Area—an areathat alows area summary information to be exchanged between
routing devices. The backbone (area 0), any areathat contains avirtual link to connect two
areas, and any areathat is not astub area or an NSSA are considered transit areas.
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% ABR -
_ - R . ~ o
s S -z =T~ < N
/ / N 7 - = N 4 \
/  Internal LSA \ / \ /7 _
/ Routes \ v \ . V|r_tua
Vo Stub Area , \ Transit Area |Lnk
Not-So-Stubby Area 1 \ N?c EXtemall(EouteS ;o\ y
rom Backbone
\ (NSSA) I\ Vi N N ABR Ve
/ A 7/ ~ . — <
\ -
\ External LSA / ~ _ _ - g - ~ -
Routes Vs - s N
< X ASBR 7 7 \
~ .~ \
_ [ Stub Area, NSSA,
- TN RN ABR = Area Border Router ! or Transit Area 1
s
N ASBR = Autonomous System ' Connected to Backbone  /
Non-OSPF Area ! Boundary Router \ via Virtual Link /
N s/
< RIPBGPAS / < _
~ e - ~ ~ e —_— - -
Figure 4-1 OSPF Area Types
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Types of OSPF Routing Devices
As shown in Figure 4-2, OSPF uses the following types of routing devices:

B Interna Router (IR)—arouter that has all of itsinterfaces within the same area. IRs main-
tain LSDBs identical to those of other routing devices within the local area.

B AreaBorder Router (ABR)—arouter that hasinterfacesin multiple areas. ABRs maintain
one LSDB for each connected area and disseminate routing information between aress.

B Autonomous System Boundary Router (ASBR)—a router that acts as a gateway between
the OSPF domain and non-OSPF domains, such as RIP, BGP, and static routes.

OSPF Autonomous System

— — — — — — o o — o — — — — e — - — — — — — —

Vs T I-m= ST ) - - - .
BGP _- Backbone ~ o . N
LT Area 0 S~ Area 3 I
“I ’ N , \ I
I 1
|
VS Inter-Area Routes N ’
ERXS?EQ? Y ASBR (Summary Routes) \ABR )i

|
~
| N / \ [
~ - N 7’
I ~ — ~ -
|

[

RIP =7 - AN I

o ?ABR N , ABR \ |

T ) ! -— !
| — /l '\ Internal

| ASER , . Router , :

S~ o Areal 7 N ¢ I

\ iR g ~._Area2 - ,

Figure 4-2 OSPF Domain and an Autonomous System
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Neighbors and Adjacencies
In areas with two or more routing devices, neighbors and adjacencies are formed.

Neighbors are routing devices that maintain information about each others' health. To establish
neighbor relationships, routing devices periodically send hello packets on each of their inter-
faces. All routing devices that share acommon network segment, appear in the same area, and
have the same health parameters (hel | o and dead intervals) and authentication parameters
respond to each other’s hello packets and become neighbors. Neighbors continue to send peri-
odic hello packets to advertise their health to neighbors. In turn, they listen to hello packetsto
determine the health of their neighbors and to establish contact with new neighbors.

The hello processis used for electing one of the neighbors as the area’s Designated Router
(DR) and one as the area's Backup Designated Router (BDR). The DR is adjacent to all other
neighbors and acts as the central contact for database exchanges. Each neighbor sends its data-
base information to the DR, which relays the information to the other neighbors.

The BDR is adjacent to all other neighbors (including the DR). Each neighbor sendsits data-
base information to the BDR just as with the DR, but the BDR merely storesthis dataand does
not distribute it. If the DR fails, the BDR will take over the task of distributing database infor-
mation to the other neighbors.

The Link-State Database

OSPF isalink-state routing protocol. A link represents an interface (or routable path) from the
routing device. By establishing an adjacency with the DR, each routing devicein an OSPF area
maintains an identical Link-State Database (L SDB) describing the network topology for its
area.

Each routing device transmits a Link-State Advertisement (LSA) on each of itsinterfaces.
LSAs are entered into the LSDB of each routing device. OSPF uses flooding to distribute
L SAs between routing devices.

When LSAs result in changes to the routing device's L SDB, the routing device forwards the
changes to the adjacent neighbors (the DR and BDR) for distribution to the other neighbors.

OSPF routing updates occur only when changes occur, instead of periodically. For each new
route, if an adjacency isinterested in that route (for example, if configured to receive static
routes and the new route is indeed static), an update message containing the new route is sent
to the adjacency. For each route removed from the route table, if the route has already been
sent to an adjacency, an update message containing the route to withdraw is sent.
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The Shortest Path First Tree

The routing devices use a link-state algorithm (Dijkstra’s algorithm) to calcul ate the shortest
path to all known destinations, based on the cumulative cost required to reach the destination.

The cost of anindividual interface in OSPF is an indication of the overhead required to send
packets acrossit. The cost isinversely proportional to the bandwidth of the interface. A lower
cost indicates a higher bandwidth.

Internal Versus External Routing

To ensure effective processing of network traffic, every routing device on your network needs
to know how to send a packet (directly or indirectly) to any other location/destination in your
network. Thisisreferred to asinternal routing and can be done with static routes or using
active internal routing protocols, such as OSPF, RIP, or RIPv2.

It isalso useful to tell routers outside your network (upstream providers or peers) about the
routes you have access to in your network. Sharing of routing information between autono-
mous systems is known as external routing.

Typically, an AS will have one or more border routers (peer routers that exchange routes with
other OSPF networks) aswell as an internal routing system enabling every router in that ASto
reach every other router and destination within that AS.

When arouting device advertises routes to boundary routers on other autonomous systems, it
is effectively committing to carry datato the | P space represented in the route being advertised.
For example, if the routing device advertises 192.204.4.0/24, it is declaring that if another
router sends data destined for any address in the 192.204.4.0/24 range, it will carry that datato
its destination.
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OSPF Implementation in Web OS

Web OS 10.0 supports a single instance of OSPF and up to 1K routes on the network. The fol-
lowing sections describe OSPF implementation in Web OS:

“Configurable Parameters’ on page 74

“Defining Areas’ on page 75

“Interface Cost” on page 77

“Electing the Designated Router and Backup” on page 77
“Summarizing Routes’ on page 77

“Default Routes’” on page 78

“Virtual Links’ on page 79

“Router ID” on page 80

“Authentication” on page 80

“Host Routes for Load Balancing” on page 82

“OSPF Features Not Supported in This Release” on page 82

Configurable Parameters

In Web OS 10.0, OSPF parameters can be configured through the Command Line Interface
(CL1), Web OS Browser-Based Interface (BBI) for Alteon AD4 and 184 switches, or through
SNMP.

The CLI supports the following parameters: interface output cost, interface priority, dead and
hello intervals, retransmission interval, and interface transmit delay.

In addition to the above parameters, you can also specify the following:

B Shortest Path First (SPF) interval—Time interval between successive calculations of the
shortest path tree using the Dijkstra's algorithm.

B Stub areametric—A stub area can be configured to send a numeric metric value such that
all routes received viathat stub area carry the configured metric to potentially influence
routing decisions.

B Default routes—Default routes with weight metrics can be manually injected into transit
areas. This helps establish a preferred route when multiple routing devices exist between
two areas. It also helps route traffic to external networks.
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Defining Areas

If you are configuring multiple areas in your OSPF domain, one of the areas must be desig-
nated as area 0, known as the backbone. The backbone is the central OSPF area and is usually
physically connected to all other areas. The areasinject routing information into the backbone
which, in turn, disseminates the information into other aress.

Since the backbone connects the areasin your network, it must be a contiguous area. If the
backbone is partitioned (possibly as aresult of joining separate OSPF networks), parts of the
ASwill be unreachable, and you will need to configure virtual links to reconnect the parti-
tioned areas (see “Virtual Links’ on page 79).

Up to three OSPF areas can be connected to a Web switch with Web OS 10.0 software. To con-
figure an area, the OSPF number must be defined and then attached to a network interface on
the Web switch. The full processis explained in the following sections.

An OSPF areais defined by assigning two pieces of information—an area index and an area
ID. The command to define an OSPF areais as follows:

>> # [cfgl/ip/ospf/aindex <areaindex>/areai d <n.n.n.n>

NoOTE — The ai ndex option aboveis an arbitrary index used only on the switch and does not
represent the actual OSPF area number. The actual OSPF area number is defined in the
ar eai d portion of the command as explained in the following sections.

Assigning the Area Index

Theai ndex <areaindex> option isactualy just an arbitrary index (0-2) used only by the
Web switch. Thisindex does not necessarily represent the OSPF area number, though for con-
figuration simplicity, it should where possible.

For exampl e, both of the following sets of commands define OSPF area O (the backbone) and
area 1 because that information is held in the area ID portion of the command. However, the
first set of commandsis easier to maintain because the arbitrary areaindexes agree with the
area |Ds:

B Areaindex and area|D agree
/cfgliplospf/aindex O/areaid 0.0.0.0 (Useindex Otosetarea0OinID octet format)
/cfg/ip/ospf/aindex /areaid 0.0.0.1 (Useindex 1tosetarealin|D octet format)
B Areaindex set to an arbitrary value

/cfgl/ip/ospf/aindex /areaid 0.0.0.0 (Useindex1tosetareaQinID octet format)
/cfglip/ospf/aindex 2/areaid 0.0.0.1 (Useindex 2to set arealin|D octet format)
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Using the Area ID to Assign the OSPF Area Number

The OSPF area number isdefined inthe ar eai d <IP address> option. The octet format is
used in order to be compatible with two different systems of notation used by other OSPF net-
work vendors. There are two valid ways to designate an area I D:

B Placing the area number in the last octet (0.0.0.n)

Most common OSPF vendors express the area ID number as a single number. For exam-
ple, the Cisco |OS-based router command “net work 1. 1. 1. 00. 0. 0. 255 area 1”
defines the area number simply as“ar ea 1. ” On the Web switch, using the last octet in
thearealD, “ar ea 1” isequivalentto“areai d 0. 0. 0. 1".

B Multi-octet (1P address)

Some OSPF vendors express the area | D number in multi-octet format. For example,
“area 2. 2. 2. 2" represents OSPF area 2 and can be specified directly on the Web
switchas“ar eai d 2. 2. 2. 2",

NoOTE — Although both types of area ID formats are supported, be sure that the areaIDs arein
the same format throughout an area.

Attaching an Area to a Network

Once an OSPF area has been defined, it must be associated with a network. To attach the area
to a network, you must assign the OSPF areaindex to an I P interface that participatesin the
area. The format for the command is as follows:

>> # [cfglip/ospf/if <interfacenumber>/ai ndex <areaindex>

For exampl e, the following commands could be used to configure IP interface 14 for a pres-
ence on the 10.10.10.1/24 network, to define OSPF area 1, and to attach the area to the net-
work:

>> # [cfglipl/lif 14 (Select menu for IP interface 14)
>> | P Interface 14# addr 10.10.10.1 (Define 1P address on backbone
network)
>> | P Interface 14# mask 255.255.255.0 (Define IP mask on backbone)
>> | P Interface 14# ena (Enable IP interface 14)
>> | P Interface 14# ../ ospf/aindex 1 (Select menu for area index 1)
>> OSPF Area (index) 1 # areaid 0.0.0.1 (Define area ID as OSPF area 1)
>> OSPF Area (index) 1 # ena (Enable area index 1)
>> OSPF Area (index) 1 # ../if 14 (Select OSPF menu for interface 14)
>> OSPF Interface 14# aindex 1 (Attach area to network on interface
14)
>> OSPF Interface 14# enable (Enable interface 14 for area index 1)
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Interface Cost

The OSPF link-state algorithm (Dijkstra’ s algorithm) places each routing device at the root of a
tree and determines the cumulative cost required to reach each destination. Usually, the cost is
inversely proportional to the bandwidth of the interface. Low cost indicates high bandwidth.
You can manually enter the cost for the output route with the following command:

>> # [cfglip/ospf/if <OSPF interface number>/ cost <cost value (1-65535)>

Electing the Designated Router and Backup

In any area with more than two routing devices, a Designated Router (DR) is elected as the
central contact for database exchanges among neighbors, and a Backup Designated Router
(BDR) is elected in case the DR fails.

DR and BDR el ections are made through the hello process. The election can be influenced by
assigning a priority value to the Web switch’s OSPF interfaces. The command is as follows:

>> # [/ cfglip/ospf/if <OSPF interface number>/ pri o <priority value (0-127)>

A priority value of 127 isthe highest, and 1 isthe lowest. A priority value of 0 specifies that
the interface cannot be used as a DR or BDR. In case of atie, the routing device with the low-
est router 1D wins.

Summarizing Routes

Route summarization condenses routing information. Without summarization, each routing
devicein an OSPF network would retain a route to every subnet in the network. With summa-
rization, routing devices can reduce some sets of routes to a single advertisement, reducing
both the load on the routing device and the perceived complexity of the network. The impor-
tance of route summarization increases with network size.

Summary routes can be defined for up to 16 IP address ranges using the following command:

>> # [ cfglip/ospf/range <rangenumber>/addr <IP address>/ nask
<mask>

where <range number> isanumber 1 to 16, <IP address> isthe base | P addressfor the range,
and <mask> is the IP address mask for the range. For a detailed configuration example, see
“Example 3: Summarizing Routes’” on page 90.
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Default Routes

When an OSPF routing device encounters traffic for a destination address it does not recog-
nize, it forwards that traffic along the default route. Typically, the default route leads upstream
toward the backbone until it reaches the intended area or an external router.

Each Web switch acting as an ABR automatically inserts a default route into each attached
area. In simple OSPF stub areas or NSSAswith only one ABR leading upstream (see Arealin
Figure 4-3), any traffic for P address destinations outside the areais forwarded to the switch’'s
IP interface, and then into the connected transit area (usually the backbone). Since thisis auto-
matic, no further configuration is required for such areas.

Stub Area Backbone Stub Area
- -~ - - - - o - -~
» TAreal™ _- Area 0 - ABR < Area2 >

/ \ , A IR\
s IR \ / etriC' ﬁ \
Priority  [IE1 i —
U \ /7 Default = \
| Metric: Route Priority|
| Default > HE2 ﬁ] ‘ M Defau?{,

Route L\
\ ;]\ IE. Route/
\
\ . , /ABR N > 200 \ /
N - . 10 - N - 7

ASBR to
External Networks

Figure 4-3 Injecting Default Routes

In more complex OSPF areas with multiple ABRs or ASBRs (such asarea0 and area 2 in Fig-
ure 4-3), there are multiple routes leading from the area. In such areas, traffic for unrecognized
destinations cannot tell which route leads upstream without further configuration.

To resolve the situation and sel ect one default route among multiple choicesin an area, you can
manually configure ametric value on each ABR. The metric assigns a priority to the ABR for
its selection as the priority default route in an area. The following command is used for setting
the metric value:

>> # [cfglip/ospf/default <metricvalue> <metrictype (1 or 2)>

where <metric value> setsthe priority for choosing this switch for default route. The value
none setsno default and 1 sets the highest priority for default route. Metric type determines
the method for influencing routing decisions for external routes.

To clear adefault route metric from the switch, use the following command:

>> # [cfglip/ospf/default none
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Virtual Links

Usually, al areasin an OSPF AS are physically connected to the backbone. In some cases
where thisis not possible, you can use avirtual link. Virtual links are created to connect one
area to the backbone through another non-backbone area (see Figure 4-1 on page 70).

The areawhich contains avirtual link must be atransit area and have full routing information.
Virtual links cannot be configured inside a stub area or NSSA. The area type must be defined
ast ransi t using the following command:

>> # [ cfgl/ip/ospf/aindex <areaindex>/type transit

Thevirtua link must be configured on the routing devices at each endpoint of the virtual link,
though they may traverse multiple routing devices. To configure an Alteon Web switch as one
endpoint of avirtua link, use the following command:

>> # [cfglip/ospf/virt <linknumber>/ai ndex <areaindex>/ nbr <router
ID>

where <link number> isavalue between 1 and 3, <area index> is the OSPF area index of the
transit area, and <router ID> isthe IP address of the virtual neighbor (nbr), the routing device
at the target endpoint. Another router ID is needed when configuring avirtual link in the other
direction. To provide the Alteon Web switch with arouter ID, seethe following section Router
ID.

For adetailed configuration example on Virtual Links, see“Example 2: Virtual Links’ on page
86.
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Router ID

Routing devices in OSPF areas are identified by arouter ID. The router ID isexpressed in IP
address format. The I P address of the router ID is not required to be included in any IP inter-
face range or in any OSPF area.

Therouter ID can be configured in one of the following two ways:

B Dynamicaly—OSPF protocol configures the lowest |P interface | P address as the router
ID. Thisis the default.

B Statically—Use the following command to manually configure the router 1D:

>> # [cfglip/ospf/rtrid <IP address>

B To modify therouter ID from static to dynamic, set the router 1D to 0.0.0.0, save the con-
figuration, and reboot the Web switch. To view the router 1D, enter:

>> # [infolospf/gen

Authentication

OSPF protocol exchanges are authenticated so that only trusted routing devices can participate.
This ensures |ess processing on routing devices that are not listening to OSPF packets.

OSPF allows packet authentication and uses | P multicast when sending and receiving packets.
Routers participate in routing domains based on predefined passwords. Web OS 10.0 supports
simple password authentication (type 1 plain text passwords) only. This type of authentication
allows a password to be configured per area.

Figure 4-4 shows authentication configured for area 0 with the password test. Simple authenti-
cationisalso configured for the virtual link between area 2 and area 0. Area 1 isnot configured
for OSPF authentication.

_—— —_——

e N //”Areao \\\\
;  Areal N s Simple authentication N
v \
I BV ABR
- IF1 IF2 .

-7 T T~ Web|switch 1 We} switch 3
N
y; Web switch 4 -
_ -~
/ -
|Area 2 IFS 1 Virtual link N—
\ - ASBR to
N o y External Networks
\Web switch5 7~
~ ~_ a—_— - -
Figure 4-4 OSPF Authentication
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To configure OSPF passwords on the Web switches shown in Figure 4-4 use the following
commands:

1. Enable OSPF authentication for Area 0 on Web switches 1, 2, and 3.

>> # [ cfgl/ip/ospf/aindex 0/auth password
(Turn on OSPF password authenti-
cation)

2. Configureasimpletext password up to eight charactersfor each OSPF IP interfacein
Area 0 on Web switches 1, 2, and 3.

>> # [cfglip/ospf/if 1

>> OSPF Interface 1 # key test
>> OSPF Interface 1 # ../if 2
>> OSPF Interface 2 # key test
>> OSPF Interface 1 # ../if 3
>> OSPF Interface 3 # key test

3. Enable OSPF authentication for Area 2 on Web switch 4.

>> # [cfglip/ospf/aindex 2/auth password
(Turn on OSPF password authenti-
cation)

4. Configureasimpletext password up to eight charactersfor thevirtual link between Area
2 and Area 0 on Web switches 2 and 4.

>> # [cfglip/ospf/virt 1/key alteon
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Host Routes for Load Balancing

Web OS 10.0 implementation of OSPF includes host routes. Host routes are used for advertis-
ing network device | P addresses to external networks, accomplishing the following goals:

Server Load Balancing (SLB) within OSPF

Host routes advertise virtual server |P addresses to external networks. This allows stan-
dard SLB between the Web switch and the server poolsin an OSPF environment. For
more information on SLB, see Chapter 6, “ Server Load Balancing and your Web OS 10.0
Command Reference.

ABR Load Sharing

Asasecond form of load balancing, host routes can be used for dividing OSPF traffic
among multiple ABRs. To accomplish this, each Web switch provides identical services
but advertises ahost route for a different virtual server |P addressto the external network.
If each virtual server |P address serves adifferent and equal portion of the externa world,
incoming traffic from the upstream router should be split evenly among ABRs.

ABR Failover

Complementing ABR load sharing, identical host routes can be configured on each ABR.
These host routes can be given different costs so that a different ABR is selected asthe
preferred route for each virtual server and the others are avail able as backups for failover
purposes.

If redundant routes via multiple routing processes (such as OSPF, RIP, BGP, or static routes)
exist on your network, the Web switch defaults to the OSPF-derived route.

For a configuration example, see “Example 4: Host Routes’ on page 92.

OSPF Features Not Supported in This Release

The following OSPF features are not supported in this release:

Redistributing routes into OSPF (Web OS 10.0 does not allow your switch to emulate an
ASBR)

Summarizing external routes

Filtering OSPF routes

Configuring equal cost route load balancing
Using OSPF to forward multicast routes

Configuring OSPF on non-broadcast multi-access networks (such as frame relay, X.25,
and ATM)
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OSPF Configuration Examples

A summary of the basic steps for configuring OSPF on the Web switch is listed here. Detailed
instructions for each of the stepsis covered in the following sections:

Configure P interfaces.

OnelPinterfaceisrequired for each desired network (range of | P addresses) being assigned to
an OSPF area on the Web switch.

(Optional) Configuretherouter ID.

Therouter ID isrequired only when configuring virtual links on the Web switch.
Enable OSPF on the switch.
Define the OSPF areas.

Configure OSPF interface parameters.

IP interfaces are used for attaching networks to the various areas.
(Optional) Configure route summarization between OSPF areas.
(Optional) Configurevirtual links.

(Optional) Configure host routes.
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Example 1: Simple OSPF Domain

In this example, two OSPF areas are defined—one area is the backbone and the other is a stub
area. A stub area does not allow advertisements of external routes, thus reducing the size of the
database. Instead, a default summary route of IP address 0.0.0.0 is automatically inserted into

the stub area. Any traffic for P address destinations outside the stub areawill be forwarded to
the stub area’s I P interface, and then into the backbone.

Backbone Stub Area
7 Area0 _ ~ - T Areal <
/ (0.0.0.0) N \ , 4 (0.0.0.1) \
/ IF1 . IF 2 \
1 10.10.7.1 10.10.12.1 !
\ /
\ Network / \ Network 7/

7 N
N \10.10.7.0/24 -

-

~ 10.10.12.0/24/ s

—_ =~ —_— -

Figure 4-5 A Simple OSPF Domain

Follow this procedure to configure OSPF support as shown in Figure 4-5:

1. ConfigurelP interfaceson each network that will be attached to OSPF areas.
In this example, two | P interfaces are needed: one for the backbone network on 10.10.7.0/24
and one for the stub area network on 10.10.12.0/24.
>> # [cfglipl/lif 1 (Select menu for IP interface 1)
>> |P Interface 1 # addr 10.10.7.1 (Set I P address on backbone network)
>> | P Interface 1 # mask 255.255.255.0 (Set IP mask on backbone networ k)
>> |P Interface 1 # broad 10. 10.7. 255 (Set the broadcast address)
>> |P Interface 1 # enable (Enable IP interface 1)
>> |PInterface 1 # ../if 2 (Select menu for IP interface 2)
>> | P Interface 2 # addr 10.10.12.1 (Set IP address on stub area network)
>> |P Interface 2 # enable (Enable IP interface 2)
>> | P Interface 1 # mask 255.255. 255.0 (Set IP mask on backbone networ k)
2. Enable OSPF.
>> | P Interface 2 # /cfg/ip/ospf/on (Enable OSPF on the Web switch)
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3. Definethe backbone.

The backbone is always configured as atransit areausing ar eai d 0. 0. 0. 0.

>> (pen Shortest Path First # aindex O (Select menu for area index Q)
>> OSPF Area (index) O # areaid 0.0.0.0 (Set the ID for backbone area 0)
>> OSPF Area (index) 0 # type transit (Define backbone as transit type)
>> OSPF Area (index) 0 # enable (Enable the area)

4. Definethe stub area.

>> OSPF Area (index) 0 # ../aindex 1 (Select menu for area index 1)
>> OSPF Area (index) 1 # areaid 0.0.0.1 (Set the area ID for OSPF area 1)
>> OSPF Area (index) 1 # type stub (Define area as stub type)

>> OSPF Area (index) 1 # enable (Enable the area)

5. Attach the network interface to the backbone.

>> OSPF Area 1 # ../if 1 (Select OSPF menu for IP interface 1)
>> OSPF Interface 1 # aindex 0O (Attach network to backbone index)
>> OSPF Interface 1 # enable (Enable the backbone interface)

6. Attach the network interfaceto the stub area.

>> OSPF Interface 1 # ../if 2 (Select OSPF menu for IP interface 2)
>> OSPF Interface 2 # aindex 1 (Attach network to stub area index)
>> OSPF Interface 2 # enable (Enable the stub area interface)

7. Apply and save the configuration changes.

>> OBPF Interface 2 # apply (Global command to apply all changes)
>> (BPF Interface 2 # save (Global command to save all changes)
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Example 2: Virtual Links

In the example shown in Figure 4-6, area 2 is not physically connected to the backbone asis
usually required. Instead, area 2 will be connected to the backbone via a virtual link through
areal. Thevirtual link must be configured at each endpoint.

Backbone Transit Area Stub Area

L, Area0 ~ Switch#1 P T Areal S o Switch#2 ~ “Area2>
;. (0000 A (0.0.0.1) /(0002

! IF 1 IF 2 ‘ ’ IF1
10.10.7.1§ i 10.10.12.1] [10.10.12.2

|

l/

/ - Virtual Link 1y \
\ \ / /
\ 10107024 ‘Router ID: 10.10.12.0/24 7 Router ID:Y _ 10.10.24.0124 7
N Nework. 7 1010101  ~ Network 7 1010141  Network ~

Figure 4-6 Configuring a Virtual Link

Configuring OSPF for a Virtual Link on Switch #1

1. ConfigurelP interfaceson each network that will be attached to the switch.

In this example, two | P interfaces are needed on Switch #1: one for the backbone network on
10.10.7.0/24 and one for the transit area network on 10.10.12.0/24.

>># [cfglip/lif 1 (Select menu for IP interface 1)

>> |PInterface 1 # addr 10.10.7.1 (Set 1P address on backbone networ k)
>> | P Interface 1 # enabl e (Enable IP interface 1)

>> |PlInterface 1 # ../if 2 (Select menu for IP interface 2)

>> | P Interface 2 # addr 10.10.12.0 (Set 1P address on transit area network)
>> | P Interface 2 # enabl e (Enable interface 2)

2. Configuretherouter ID.

A router ID is required when configuring virtual links. Later, when configuring the other end
of the virtual link on Web Switch 2, the router ID specified here will be used as the target vir-
tual neighbor (nbr ) address.

>> |PInterface 2 # /cfg/ip/ospf/rtrid 10.10. 10. 1(Set static router ID on Web switch 1)

3. Enable OSPF.

>> | P # /cfg/ip/ospf/on (Enable OSPF on Web switch 1)
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>> (pen Shortest Path First # aindex O
>> OSPF Area (index) O # areaid 0.0.0.0
>> OSPF Area (index) 0 # type transit
>> OSPF Area (index) 0 # enable

(Select menu for area index Q)

(Set the area ID for backbone area 0)
(Define backbone as transit type)
(Enable the area)

Definethetransit area.

The area that contains the virtual link must be configured as atransit area.

>> OSPF Area (index) O # ../aindex 1
>> OSPF Area (index) 1 # areaid 0.0.0.1
>> OSPF Area (index) 1 # type transit

>> OSPF Area (index) 1 # enable

(Select menu for area index 1)
(Set the area ID for OSPF area 1)
(Define area as transit type)
(Enable the area)

Attach the network inter face to the backbone.

>> OSPF Area (index) 1 # ../if 1
>> OSPF Interface 1 # aindex O
>> OSPF Interface 1 # enable

(Select OSPF menu for IP interface 1)
(Attach network to backbone index)
(Enable the backbone interface)

Attach the network interface to thetransit area.

>> OSPF Interface 1 # ../if 2
>> OSPF Interface 2 # aindex 1
>> OSPF Interface 2 # enable

(Select OSPF menu for IP interface 2)
(Attach network to transit area index)
(Enable the transit area interface)

Configurethevirtual link.

Thenbr router ID configured in this step must be the same asthe router ID that will be config-

ured for Switch #2 in Step 2 on page 88.

>> O6PF Interface 2 # ../virt 1

>> O8PF Mirtual Link 1 # aindex 1
>> O8PF Mirtual Link 1 # nbr 10.10.14.1

>> O8PF Virtual Link 1 # enable

(Specify a virtual link number)

(Specify thetransit area for the virtual link)
(Specify the router 1D of the recipient)
(Enable the virtual link)

Apply and save the configuration changes.

>> OBPF Interface 2 # apply
>> CBPF Interface 2 # save

(Global command to apply all changes)
(Global command to save all changes)
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Configuring OSPF for a Virtual Link on Switch #2

1. ConfigurelP interfaceson each network that will be attached to OSPF areas.

Two IP interfaces are needed on Switch #2: one for the transit area network on 10.10.12.0/24
and one for the stub area network on 10.10.24.0/24.

>># [cfglip/lif 1 (Select menu for IP interface 1)

>> | P Interface 1 # addr 10.10.12.2 (Set IP address on transit area network)
>> |PInterface 1 # enabl e (Enable IP interface 1)

>> |PInterface 1 # ../if 2 (Select menu for IP interface 2)

>> | P Interface 2 # addr 10.10.24.1 (Set IP address on stub area network)
>> | P Interface 2 # enabl e (Enable IP interface 2)

2. Configuretherouter ID.

A router ID is required when configuring virtual links. Thisrouter ID should be the same one
specified as the target virtual neighbor (nbr ) on Web switch 1 in Step 8 on page 87.

>> |PInterface 2 # /cfg/ip/rtrid 10.10.14. 1 (Set static router ID on Web switch 2)

3. Enable OSPF.

>> | P# [ cfglipl/lospf/on (Enable OSPF on Web switch 2)

4. Definethe backbone.

This version of Web OS 10.0 requires that a backbone index be configured on the non-back-
bone end of the virtual link as follows:

>> (pen Shortest Path First # aindex O (Select the menu for area index 0)
>> OSPF Area (index) O # areaid 0.0.0.0 (Set the area ID for OSPF area 0)
>> OSPF Area (index) O # enable (Enable the area)

5. Definethetransit area.

>> OSPF Area (index) O # ../aindex 1 (Select menu for area index 1)
>> OSPF Area (index) 1 # areaid 0.0.0.1 (Set the area ID for OSPF area 1)
>> OSPF Area (index) 1 # type transit (Define area as transit type)
>> OSPF Area (index) 1 # enable (Enable the area)
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6. Definethestub area.

>> OSPF Area (index) 1 # ../aindex 2 (Select the menu for area index 2)
>> OSPF Area (index) 2 # areaid 0.0.0.2 (Set the area ID for OSPF area 2)
>> OSPF Area (index) 2 # type stub (Define area as stub type)

>> OSPF Area (index) 2 # enable (Enable the area)

7. Attach the network interface to the backbone.

>> OSPF Area (index) 2 # ../if 1 (Select OSPF menu for IP interface 1)
>> OSPF Interface 1 # aindex 1 (Attach network to transit area index)
>> OSPF Interface 1 # enable (Enable the transit area interface)

8. Attach the network interfacetothetransit area.

>> OSPF Interface 1 # ../if 2 (Select OSPF menu for IP interface 2)
>> OSPF Interface 2 # aindex 2 (Attach network to stub area index)
>> OSPF Interface 2 # enable (Enable the stub area interface)

9. Configurethevirtual link.

Thenbr router ID configured in this step must be the same as the router 1D that was config-
ured for Web switch #1 in Step 2 on page 86.

>> OBPF Interface 2 # ../virt 1 (Specify a virtual link number)

>> OBPF Mirtual Link 1 # aindex 1 (Specify thetransit area for the virtual link)
>> OBPF Mirtual Link 1 # nbr 10.10.10.1 (Specify the router 1D of the recipient)

>> OBPF Mirtual Link 1 # enable (Enable the virtual link)

10. Apply and save the configuration changes.

>> OBPF Interface 2 # apply (Global command to apply all changes)
>> OBPF Interface 2 # save (Global command to save all changes)

Other Virtual Link Options
B You can use redundant paths by configuring multiple virtual links.

B Only the endpoints of the virtua link are configured. The virtual link path may traverse
multiple routersin an area as long as there is a routabl e path between the endpoints.
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Example 3: Summarizing Routes

By default, ABRs advertise all the network addresses from one area into another area. Route
summarization can be used for consolidating advertised addresses and reducing the perceived
complexity of the network.

If the network | P addressesin an area are assigned to a contiguous subnet range, you can con-
figure the ABR to advertise a single summary route that includes al the individual IP
addresses within the area.

The following example shows one summary route from area 1 (stub ared) injected into area 0
(the backbone). The summary route consists of al 1P addresses from 36.128.0.0 through
36.128.254.255 except for the routes in the range 36.128.200.0 through 36.128.200.255.

Backbone Stub Area
7 Area0 "~ 7 Areal T~
’ (0.0.0.0) \ ’ (0.0.0.1) N
/ \ VA \
IF1 IF2
! 10.10.7.1 36.128.192. \
‘ Summary ‘ 36.128.192.x to !
\ Route / \ 36.128.254.x /
\ s ABR /
< 10.107.024 N 36.128.192.0/18
~ \Network’ - ~ \Network’ -

Figure 4-7 Summarizing Routes

NOTE — You can specify arange of addresses to prevent advertising by using the hi de option.
In this example, routes in the range 36.128.200.0 through 36.128.200.255 are kept private.

Follow this procedure to configure OSPF support as shown in Figure 4-7:

1. ConfigurelPinterfacesfor each network which will be attached to OSPF areas.
>> # [cfglipl/lif 1 (Select menu for IP interface 1)
>> |P Interface 1 # addr 10.10.7.1 (Set 1P address on backbone networ k)
>> |P Interface 1 # ena (Enable IP interface 1)
>> |P Interface 1 # ../if 2 (Select menu for IP interface 2)
>> | P Interface 2 # addr 36.128.192.1 (Set IP address on stub area network)
>> |P Interface 2 # ena (Enable IP interface 2)
2. Enable OSPF.
>> |P Interface 2 # /cfgl/ip/ospf/on (Enable OSPF on the WWeb switch)
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Define the backbone.

>> (pen Shortest Path First # aindex 0 (Select menu for areaindex Q)
>> OSPF Area (index) O # areaid 0.0.0.0 (SetthelD for backbone area 0)
>> OSPF Area (index) 0 # type transit (Déefine backbone as transit type)
>> OSPF Area (index) 0 # enable (Enable the area)

Definethe stub area.

>> OSPF Area (index) O # ../aindex 1 (Select menu for area index 1)
>> OSPF Area (index) 1 # areaid 0.0.0.1 (SetthearealD for OSPF area 1)
>> OSPF Area (index) 1 # type stub (Define area as stub type)

>> OSPF Area (index) 1 # enable (Enable the area)

Attach the network interface to the backbone.

>> OSPF Area (index) 1 # ../if 1 (Select OSPF menu for IP interface 1)
>> OSPF Interface 1 # aindex 0 (Attach network to backbone index)
>> OSPF Interface 1 # enable (Enable the backbone interface)

Attach the network interfaceto the stub area.

>> OSPF Interface 1 # ../if 2 (Select OSPF menu for IP interface 2)
>> OSPF Interface 2 # aindex 1 (Attach network to stub area index)
>> OSPF Interface 2 # enable (Enable the stub area interface)

Configureroute summarization by specifying the starting addressand mask of the range
of addressesto be summarized.

>> OBPF Interface 2 # ../range 1 (Select menu for summary range)

>> OBPF Sunmary Range 1 # addr 36.128.192.0 (Set base | P address of summary range)
>> OBPF Sunmary Range 1 # mask 255.255.192.0  (Set mask address for summary range)
>> OBPF Sunmary Range 1 # aindex 0 (Inject summary route into backbone)
>> OBPF Sunmary Range 1 # enabl e (Enable summary range)

Usethe hide command to prevent a range of addresses from advertising to the backbone.

>> OBPF Interface 2 # ../range 2 (Select menu for summary range)
>> OBPF Sunmary Range 2 # addr 36.128. 200. 0 (Set base I P address)

>> OBPF Sunmary Range 2 # mask 255. 255. 200. 255 (Set mask address)

>> OBPF Sunmary Range 2 # hide enabl e (Hide the range of addresses)

Apply and save the configuration changes.

>> OBPF Sunmary Range 2 # apply (Global command to apply all changes)
>> OBPF Sunmary Range 2 # save (Global command to save all changes)
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Example 4: Host Routes

The Web OS 10.0 implementation of OSPF includes host routes. Host routes are used for
advertising network device |P addresses to external networks and allows for Server Load Bal-
ancing (SLB) within OSPF. It also makes ABR load sharing and failover possible.

Consider the example network in Figure 4-8. Both Web switches have access to servers with
identical content and are configured with the same virtual server |P addresses: 10.10.10.1 and
10.10.10.2. Web switch #1 is given a host route with alow cost for virtual server 10.10.10.1
and another host route with a high cost for virtual server 10.10.10.2. Web switch #2 is config-
ured with the same hosts but with the costs reversed; one host route has a high cost for virtual
server 10.10.10.1 and another has alow cost for virtual server 10.10.10.2.

All four host routes are injected into the upstream router and advertised externally. Traffic
comesin for both virtual server |P addresses (10.10.10.1 and 10.10.10.2). The upstream router
sees that both addresses exist on both Web switches and uses the host route with the lowest
cost for each. Traffic for 10.10.10.1 goes to Web switch #1 because its host route has the low-
est cost for that address. Traffic for 10.10.10.2 goesto Web switch #2 because its host route has
the lowest cost. This effectively shares the load among ABRs. Both Web switches then use
standard Server Load Balancing (SLB) to distribute traffic among available rea servers.

In addition, if one of the Web switcheswere to fail, the upstream routing device would forward
thetraffic to the ABR whose host route has the next lowest cost. In this example, the remaining
Web switch would assume the entire load for both virtual servers.

Web Switch #1

Backbone \1/3 tfgllge{vgy ';"{St Routes: Stub Area
Area O R 0s - — - Area 1
- ~ 10.10102, Cost 100

s Preferred path >
4 (lowest cost)

‘
ﬂ
/ to Host Route P - N\
/ 10.10.10.1 Ea \
! /~ \ \
|

Real Servers
\ with Identical

\ o~ Content
\ Preferred path E,
N (lowest cost) ‘ ~

\

to Host Route  ~
~ 10.10. 10 2 -
~

—_— -

Web Switch #2
Virtual Servers/Host Routes
10.10.10.1, Cost 100
10.10.10.2, Cost 1

| |

ABR Load Sharing Standard SLB

Figure 4-8 Configuring OSPF Host Routes
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Configuring OSPF for Host Routes on Web Switch #1

1. Configurebasic SLB parameters.

Web switch 1 is connected to two real servers. Each real server isgiven an IP addressand is
placed in the same real server group.

>> Real server
>> Real server
>> Real server
>> Real server
>> Real server
>> Real server
>> Real server
>> Real server
>> Real server
>> Real server

1

NN P B

2

>> # [cfg/slb/real 1

# rip 100.100.100. 25
# ena

# ../real 2
# rip 100.100. 10. 26
# ena

# ../group 1

group 1 # add 1
group 1 # add 2
group 1 # enable
group 1 # ../on

(Select menu for real server 1)

(Set the IP address for real server 1)
(Enable the real server)

(Select menu for real server 2)

(Set the IP address for real server 2)
(Enable the real server)

(Select menu for real server group 1)
(Add real server 1 to group)

(Add real server 2 to group)
(Enable the group)

(Turn SLB on)

2. Configureclient and server processing on specific ports.

>> SILB Port 4 #

>> Layer 4# port 4
>> SILB Port 4 # client ena

../port 5

>> SLB Port 5 # server ena

(Select switch port 4)
(Enable client processing on Port 4)
(Select switch Port 5)
(Enable server processing on Port 5)

3. Enabledirect access mode.

>> Layer 4 Port 5# ../adv
>> Layer 4 Advanced# direct ena
>> Layer 4 Advanced# ..

(Select the SLB advance menu)
(Enable DAM)
(Return to the SLB menu)

4. Configuretheprimary virtual server.

Alteon Web Switch # 1 will be preferred for virtual server 10.10.10.1.

>> Layer 4 # virt
>> Mirtual server
>> Mirtual server
>> Mirtual server
>> Mirtual server

1
1
1
1
1

# vip 10.10.10.1

# ena

# service http

http service # group 1

(Select menu for virtual server 1)

(Set the IP address for virtual server 1)
(Enable the virtual server)

(Select menu for service on virtual server)
(Use real server group 1 for http service)
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5. Configurethebackup virtual server.

Alteon Web switch # 1 will act as abackup for virtual server 10.10.10.2. Both virtual serversin
this example are configured with the same real server group and provide identical services.

>> Virtual server 2 http service # /cfg/slb/virt 2 (Sdect menu for virtual server 2)
>> Virtual server 1 # vip 10.10. 10.2 (Set the IP address for virtual server 2)
>> Virtual server 1 # ena (Enable the virtual server)

>> Virtual server 1 # service http (Select menu for service on virtual server)
>> Virtual server 1 # group 1 (Usereal server group 1 for http service)

6. ConfigurelP interfacesfor each network that will be attached to OSPF areas.

>> Virtual server 1 # /cfglip/if 1 (Select menu for IP interface 1)

>> |P Interface 1 # addr 10.10.7.1 (Set 1P address on backbone networ k)
>> |P Interface 1 # enable (Enable IP interface 1)

>> [P Interface 1 # ../if 2 (Select menu for IP interface 2)

>> | P Interface 2 # addr 10.10.10. 40 (Set IP address on stub area network)
>> |P Interface 2 # enable (Enable IP interface 2)

7. Enable OSPF on Web switch 1.

>> |P Interface 2 # ../ospf/on (Enable OSPF on Web switch 1)

8. Definethe backbone.

>> (pen Shortest Path First # aindex O (Select menu for area index Q)
>> OSPF Area (index) O # areaid 0.0.0.0 (Set the ID for backbone area 0)
>> OSPF Area (index) 0 # type transit (Define backbone as transit type)
>> OSPF Area (index) 0 # enable (Enable the area)

9. Definethe stub area.

>> OSPF Area (index) O # ../aindex 1 (Select menu for areaindex 1)
>> OSPF Area (index) 1 # areaid 0.0.0.1 (Set the ID for stub area 1)
>> OSPF Area (index) 1 # type stub (Define area as stub type)
>> OSPF Area (index) 1 # enable (Enable the area)
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10. Attach the network interfaceto the backbone.
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>> OSPF Area (index) 1 # ../if 1
>> OSPF Interface 1 # aindex O
>> OSPF Interface 1 # enable

(Select OSPF menu for IP interface 1)
(Attach network to backbone index)
(Enable the backbone interface)

11. Attach the network interfaceto the stub area.

>> OSPF Interface 1 # ../if 2
>> OSPF Interface 2 # aindex 1
>> OSPF Interface 2 # enable

(Select OSPF menu for IP interface 2)
(Attach network to stub area index)
(Enable the stub area interface)

12. Configure host routes.

One host route is needed for each virtual server on Web switch 1. Since virtual server
10.10.10.1 is preferred for Web switch 1, its host route has alow cost. Because virtual server
10.10.10.2 is used as a backup in case Web switch 2 fails, its host route has a high cost.

>> O8PF Interface 2 # ../host 1

>> OBPF Host Entry 1 # addr 10.10.10.1
>> OBPF Host Entry 1 # aindex O

>> CBPF Host Entry 1 # cost 1

>> OBPF Host Entry 1 # enable

>> OBPF Host Entry 1 # ../host 2

>> OBPF Host Entry 2 # addr 10. 10. 10. 2
>> OBPF Host Entry 2 # aindex O

>> CBPF Host Entry 2 # cost 100

>> OBPF Host Entry 2 # enabl e

(Select menu for host route 1)

(Set IP address same as virtual server 1)
(Inject host route into backbone area)
(Set low cost for preferred path)
(Enable the host route)

(Select menu for host route 2)

(Set IP address same as virtual server 2)
(Inject host route into backbone area)
(Set high cost for use as backup path)
(Enable the host route)

13. Apply and save the configuration changes.

>> OSPF Host Entry 2 # apply
>> OSPF Host Entry 2 # save

(Global command to apply all changes)
(Global command to save all changes)
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Configuring OSPF for Host Routes on Web Switch 2

1. Configurebasic SLB parameters.

Web switch 2 is connected to two real servers. Each real server isgiven an IP addressand is
placed in the same real server group.

>> # [cfg/slb/real 1 (Select menu for real server 1)

>> Real server 1 # rip 100.100.100. 27 (Set the IP address for real server 1)
>> Real server 1 # enable (Enable the real server)

>> Real server 1 # ../real 2 (Select menu for real server 2)

>> Real server 2 # rip 100.100. 10. 28 (Set the IP address for real server 2)
>> Real server 2 # enable (Enable the real server)

>> Real server 2 # ../group 1 (Select menu for real server group 1)
>> Real server group 1 # add 1 (Add real server 1 to group)

>> Real server group 1 # add 2 (Add real server 2 to group)

>> Real server group 1 # enable (Enable the group)

>> Real server group 1 # ../on (Turn SLB on)

2. Configurethevirtual server parameters.

The same virtual servers are configured as on Web switch 1.

>> Layer 4 # virt 1 (Select menu for virtual server 1)

>> Virtual server 1 # vip 10.10.10.1 (Set the IP address for virtual server 1)
>> Mirtual server 1 # enable (Enable the virtual server)

>> Virtual server 1 # service http (Select menu for service on virtual server)
>> Virtual server 1 http service # group 1 (Usereal server group 1 for http service)
>> Virtual server 2 http service # /cfg/slb/virt 2 (Sdect menu for virtual server 2)
>> Virtual server 1 # vip 10.10. 10.2 (Set the IP address for virtual server 2)
>> Mirtual server 1 # enable (Enable the virtual server)

>> Virtual server 1 # service http (Select menu for service on virtual server)
>> Virtual server 1 # group 1 (Usereal server group 1 for http service)

3. ConfigurelP interfacesfor each network that will be attached to OSPF areas.

>> Virtual server 1 # /cfglip/if 1 (Select menu for IP Interface 1)
>> |P Interface 1 # addr 10.10.7.2 (Set 1P address on backbone networ k)
>> |P Interface 1 # enable (Enable IP interface 1)
>> |P Interface 1 # ../if 2 (Select menu for IP Interface 2)
>> | P Interface 2 # addr 10.10.10.41 (Set IP address on stub area network)
>> |P Interface 2 # enable (Enable IP interface 2)
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4., Enable OSPF on Web switch #2.

>> |P Interface 2 # ../ospf/on (Enable OSPF on Web switch #2)

5. Definethe backbone.

>> (pen Shortest Path First # aindex O (Select menu for area index Q)
>> OSPF Area (index) O # areaid 0.0.0.0 (Set the ID for backbone area 0)
>> OSPF Area (index) 0 # type transit (Define backbone as transit type)
>> OSPF Area (index) O # enable (Enable the area)

6. Definethestub area.

>> OSPF Area (index) O # ../aindex 1 (Select menu for area index 1)
>> OSPF Area (index) 1 # areaid 0.0.0.1 (Set the ID for stub area 1)
>> OSPF Area (index) 1 # type stub (Define area as stub type)
>> OSPF Area (index) 1 # enable (Enable the area)

7. Attach the network interface to the backbone.

>> OSPF Area (index) 1 # ../if 1 (Select OSPF menu for IP interface 1)
>> OSPF Interface 1 # aindex 0O (Attach network to backbone index)
>> OSPF Interface 1 # enable (Enable the backbone interface)

8. Attach the network interfaceto the stub area.

>> OSPF Interface 1 # ../if 2 (Select OSPF menu for IP interface 2)

>> OSPF Interface 2 # aindex 1 (Attach network to stub area index)

>> OSPF Interface 2 # enable (Enable the stub area interface)
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9. Configurehost routes.

Host routes are configured just like those on Web switch 1, except their costs are reversed.
Since virtual server 10.10.10.2 is preferred for Web switch 2, its host route has been given a
low cost. Because virtual server 10.10.10.1 is used as a backup in case Web switch 1 fails, its
host route has been given a high cost.

>> OBPF Interface 2 # ../host 1 (Select menu for host route 1)

>> OBPF Host Entry 1 # addr 10.10.10.1 (Set IP address same asvirtual server 1)
>> OBPF Host Entry 1 # aindex O (Inject host route into backbone area)
>> OBPF Host Entry 1 # cost 100 (Set high cost for use as backup path)
>> OBPF Host Entry 1 # enable (Enable the host route)

>> OBPF Host Entry 1 # ../host 2 (Select menu for host route 2)

>> OBPF Host Entry 2 # addr 10. 10. 10. 2 (Set IP address same as virtual server 2)
>> OBPF Host Entry 2 # aindex O (Inject host route into backbone area)
>> OBPF Host Entry 2 # cost 1 (Set low cost for primary path)

>> OBPF Host Entry 2 # enabl e (Enable the host route)

10. Apply and save the configuration changes.

>> OBPF Host Entry 2 # apply (Global command to apply all changes)
>> OBPF Host Entry 2 # save (Global command to save all changes)

Verifying OSPF Configuration
Use the following commands to verify the OSPF configuration on your switch:

B /info/ospf/general

m /info/ospf/nbr

B /info/ospf/dbase/ dbsum
B /info/ospf/route

B /stats/route

Refer to the Web OS 10.0 Command Reference for information on the above commands.
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CHAPTER 5
Secure Switch Management

This chapter discusses the use of secure tunnels so that the data on the network is encrypted
and secured for messages between a remote administrator and the switch.

To limit access to the switch’'s Management Processor without having to configure filters for
each switch port, you can set a source | P address (or range) that will be allowed to connect to
the switch I P interface through Telnet, SSH, SNMP, or the Web OS Browser-Based Interface
(BBI). Thiswill also help prevent spoofing or attacks on the switch’s TCP/IP stack. The fol-
lowing sections are addressed in this chapter:

“Setting Allowable Source IP Address Ranges” on page 100
“Secure Switch Management” on page 101

“RADIUS Authentication and Authorization” on page 103
“Secure Shell and Secure Copy” on page 107

“Port Mirroring” on page 113
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Setting Allowable Source IP Address
Ranges

The allowable management | P address range is configured using the system nmet and rmask
options available on the Command Line Interface (CL1) System Menu (/ cf g/ sys).

NOTE — Themrmet and nmask commandsinthe/ cf g/ sl b/ adv menu are used for a differ-
ent purpose.

When an | P packet reaches the Management Processor, the source | P address is checked
against the range of addresses defined by mnet and mmask. If the source |P address of the host
or hosts are within this range, they are allowed to attempt to log in. Any packet addressed to a
switch IP interface with a source IP address outside this range is discarded silently.

Example: Assumethat the et is set to 192.192.192.0 and the mmask is set to
255.255.255.128. This defines the following range of allowed |P addresses. 192.192.192.1 to
192.192.192.127.

B A host with asource IP address of 192.192.192.21 falls within the defined range and
would be allowed to access the switch Management Processor.

B A host with asource IP address of 192.192.192.192 falls outside the defined range and is
not granted access. To make this source IP address valid, you would need to shift the host
to an IP address within the valid range specified by the rmet and mmask or modify the
met to be 192.192.192.128 and the nrask to be 255.255.255.128. Thiswould put the
192.192.192.192 host within the valid range allowed by the met and nmask
(192.192.192.128-255).

NoTE — When the met and mmask Management Processor filter is applied, Routing Inter-
face Protocol (RIP) updates received by the switch will be discarded if the source | P address of
the RIP packet(s) falls outside the specified range. You can correct this by configuring static
routes.
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Secure Switch Management

Secure switch management is needed for environments that perform significant management
functions across the Internet. The following are some of the functions for secured manage-
ment:

B Authentication of remote administrators

Authentication is the action of determining and verifying who the administrator is; it usu-
aly involves a name and a password. The password can be either a fixed password or a
challenge-response query.

B Authorization of remote administrators

Once an administrator has been authenticated, authorization is the action of determining
what that user is allowed to do. Authorization does not merely provide yes or no answers
but may also customize the service for a particular administrator.

B Encryption of management information exchanged between the remote administrator and
the switch

Examples of protocolsto encrypt management information are SSH (Secure Shell) and
SCP (Secure Copy).

Authentication and Authorization

NoTE — While authentication and authorization (AA) protocols and servers are designed to
authenticate remote dial-up users (in addition to authorizing remote access capabilities to
users), this overview is focused on using the AA model to authenticate and authorize remote
administrators for managing a switch.

The AA model is based on a client/server model. The Remote Access Server (RAS)—the
switch—is aclient to the back-end database server. A remote user (the remote administrator)
interacts only with the RAS, not the back-end server and database.

Two prominent AA protocols used to control dial-up access into networks are Cisco’'s
TACACS+ (Terminal Access Controller Access Control System) and Livingston Enterprise’s
RADIUS (Remote Authentication Dial-In User Service). Web OS supports only the RADIUS
authenti cation method.

Alteon Systems Chapter 5: Secure Switch Management ® 101
212777-A, February 2002

Download from Www.Somanuals.com. All Manuals Search And Download.



Web OS 10.0 Application Guide

Requirements
The following components are required for authorization and authentication:

B A remote administrator

B The Web switch with authentication and authorization protocol support, acting as a client
inthe AA model

B A back-end authentication and authorization server that performs the following functions:
O Authenticates remote administrators
O Checksthe remote administrator’s authorization to access the switch
O Optionaly, tracks and logs the administrator’s activity while logging on

B AnAA database that containsinformation about authorized administrators and their spe-
cific capabilities and privileges
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RADIUS Authentication and Authorization

RADIUS is an access server authentication, authorization, and accounting protocol used to
secure remote access to networks and network services against unauthorized access.

RADIUS consists of three components:
B A protocol with aframe format that utilizes UDP over |P (based on RFC 2138 and 2866)
B A centralized server that stores all the user authorization information

B A client, in this case, the switch

The operation of RADIUS authentication and authorization protocol is based on the AA model
described previously. The switch—acting as the RADIUS client—will communicate to the
RADIUS server to authenticate and authorize aremote administrator using the protocol defini-
tions specified in RFC 2138 and 2866. Transactions between the client and RADIUS server are
authenticated through the use of a shared secret, which is never sent over the network. In addi-
tion, the remote administrator passwords are sent encrypted between the RADIUS client (the
switch) and the back-end RADIUS server.

1. Remote administrator connects to 2. Using Authentication/Authorization
switch and provides user name protocol, the switch sends request
to authentication server L
and password - Authentication
. . Servers
' r' 4— Internet — 4_\ -
A - -

Alteon Web Switch

4. Using RADIUS protocol, 3. Authentication server
the authentication server checks request against
instructs the switch to the user ID database
grant or deny admim access

Figure 5-1 Authentication and Authorization: How It Works
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RADIUS Authentication Features in Web OS

The following Radius Authentication features are supported in Web OS:

Supports RADIUS client on the switch, based on the protocol definitionsin RFC 2138 and
2866.

Enables/disables support of RADIUS authentication and authorization.
The default disables the use of RADIUS for authentication and authorization.

Allows RADIUS secret password up to 32 bytes and less than 16 octets.

Supports secondary authentication server so that when the primary authentication server
is unreachabl e, the switch can send client authentication requests to the secondary authen-
tication server.

Usethe/ cf g/ sys/ radi us/ cur command to show the currently active RADIUS
authentication server.

Supports user-configurable RADIUS server retry and time-out values.

The parameters are:

O Time-out value = 1-10 seconds

O Retries=1-3

The switch will time out if it does not receive a response from the RADIUS server in 1-3
retries. The switch will also automatically retry connecting to the RADIUS server before it
declares the server down.

Supports user-configurable RADIUS application port.

The default is 1645/UDP based on RFC 2138. Port 1812 is also supported.

Allows network administrator to define privileges for one or more specific users to access
the switch at the RADIUS user database.

SecurlD is supported if the RADIUS server can do an ACE/Server client proxy. The pass-
word is the PIN number, plus the token code of the SecurlD card.
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Web Switch User Accounts

The user accounts listed in Table 5-1 can be defined in the RADIUS server dictionary file.

Table 5-1 User Access Levels

User Account

Description and Tasks Performed

Password

User

The User has no direct responsibility for switch management.
He/she can view al switch status information and statistics but
cannot make any configuration changes to the switch.

user

SLB Operator

The SLB Operator manages Web servers and other Internet ser-
vices and their loads. In addition to being able to view all switch
information and statistics, the SLB Operator can enable/disable
servers using the SLB operation menu.

sl boper

Layer 4 Operator

The Layer 4 Operator manages traffic on the lines leading to the
shared Internet services. This user currently has the same access
level asthe SLB operator. Thislevel isreserved for future use, to
provide access to operational commands for operators managing
traffic on the line leading to the shared Internet services.

| 4oper

Operator

The Operator manages all functions of the switch. In addition to
SLB Operator functions, the Operator can reset ports or the
entire switch.

oper

SLB Administrator

The SLB Administrator configures and manages Web servers
and other Internet services and their loads. In addition to SLB
Operator functions, the SLB Administrator can configure param-
eters on the SLB menus, with the exception of not being able to
configure filters or bandwidth management.

sl badm n

Layer 4 Administrator

The Layer 4 Administrator configures and managestraffic on the
lines leading to the shared Internet services. In addition to SLB
Administrator functions, the Layer 4 Administrator can config-
ure all parameters on the SLB menus, including filters and band-
width management.

| 4adm n

Administrator

The super-user Administrator has complete access to all menus,
information, and configuration commands on the switch, includ-
ing the ability to change both the user and administrator pass-
words.

adm n
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When the user logsin, the switch authenticates his/her level of access by sending the RADIUS
access request, that is, the client authentication request, to the RADIUS authentication server.

If the remote user is successfully authenticated by the authentication server, the switch will
verify the privileges of the remote user and authorize the appropriate access. When both the
primary and secondary authentication servers are not reachable, the administrator has an
option to allow backdoor access viathe console only or console and telnet access. The default
isdisable for telnet access and enable for console access.

All user privileges, other than those assigned to the Administrator, have to be defined in the
RADIUS dictionary. Radius attribute 6 which is built into all Radius servers defines the admin-
istrator. The file name of the dictionary is RADIUS vendor-dependent. The following user
privileges are Web OS-proprietary definitions.

Table 5-2 Web OS Alteon Levels

User Name/Access User-Service-Type Value
User Veendor-supplied 255
SLB Operator \endor-supplied 254
Layer 4 Operator Vendor-supplied 253
Operator Vendor-supplied 252
SLB Administrator endor-supplied 251
Layer 4 Administrator endor-supplied 250
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Secure Shell and Secure Copy

Although a remote network administrator can manage the configuration of an Alteon Web
switch via Telnet, this method does not provide a secure connection. Using Secure Shell (SSH)
and Secure Copy (SCP), messages between a remote administrator and the switch use secure
tunnels so that the data on the network is encrypted and secured. Figure 5-1 on page 103 illus-
trates secure switch management.

NOTE — SSH/SCP features are configured via the console port, using the CL1. However, SCP
put cf g and TFTP get cf g can aso change the SSH/SCP configuration.When SSH is
enabled, SCPis also enabled.

SSH isaprotocol that enables a remote administrator to log securely into another computer
over anetwork to execute management commands. All the data sent over the network using
SSH isencrypted and secured. Using SSH gives administrators an alternate way to manage the
switch, one that provides strong security.

SCP istypically used to copy files securely from one machine to another. SCP uses SSH for
encryption of data on the network. On an Alteon Web switch, SCP is used to download and
upload the switch configuration via secure channels.

The benefits of using SSH and SCP are listed below:
B Authentication of remote administrators
| dentifying the administrator using Name/Password

B Authorization of remote administrators

Determining the permitted actions and customizing service for individual administrators

B Encryption of management messages
Encrypting messages between the remote administrator and switch

B Secure copy support

NOTE — The Web OS implementation of SSH is based on SSH version 1.5 and supports SSH-
1.5-1.x.xx. SSH clients of other versions (especially version 2) will not be supported. The fol-
lowing SSH clients have been tested:

B SSH 1.2.23 and SSH 1.2.27 for Linux (freeware)
B SecureCRT 3.0.2 and SecureCRT 3.0.3 for Windows NT (Van Dyke Technologies, Inc.)
B F-Secure SSH 1.1 for Windows (Data Fellows)
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NOTE — There can be a maximum number of four simultaneous Tel net/ SSH/SCP connections
at onetime. The/ cf g/ sys/ radi us/t el net command aso applies to SSH/SCP connec-
tions.

Encryption of Management Messages

The supported encryption and authentication methods for both SSH and SCP are listed below:

Server Host Authentication: Client RSA authenticates the switch at the beginning of
every connection

Key Exchange: RSA

Encryption: 3DES-CBC, DES

User Authentication: Local password authentication, RADIUS, Secur | D (via

RADIUS, for SSH only—does not apply to SCP)

SCP Services

Administrator privileges are required to perform SCP commands. Set the SCP admin password
(this password must be different from the admin password).

The following SCP commands are supported in this service. These commands are entered
using the CLI on the client that is running the SCP application:

B get cf g isused to download the switch's configuration to the remote host via SCP.

B put cf g isusedto upload the switch's configuration from aremote host to the switch; the
di ff command will be automatically executed at the end of put cf g to notify the remote
client of the difference between the new and the current configurations.

B putcfg_apply will runtheappl y conmand after the put cf g isdone.

B putcfg_appl y_save savesthe new configuration to the flash after put cf g_appl y
is done.

Theput cf g_appl y and put cf g_appl y_save commands are provided because extra
app! y and save commands are usually required after aput cf g; however, an SCP session
isnot in an interactive mode at al.
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RSA Host and Server Keys

To support the SSH server feature, two sets of RSA keys (host and server keys) are required.
The host key is 1024 bits and is used to identify the Web switch. The server key is 768 bits and
isused to make it impossible to decipher a captured session by breaking into the Web switch at
alater time,

When the SSH server isfirst enabled and applied, the switch will automatically generate the
host and server keys and will then store them into the FLASH memory.

NOTE — The Web switch will perform only one session of key/cipher generation at atime.
Thus, an SSH/SCP client will not be ableto log inif the switch is performing key generation at
that time, or if another client has logged in immediately prior. Also, key generation will fail if
an SSH/SCP client islogging in at that time.

B To generate a host key:

>> # /cf g/ sys/ sshd/ hkeygen

B To generate aserver key:

>> # /cf g/ sys/sshd/ skeygen

Again, the host and server key are automatically stored in FLASH memory when generated.

NOTE — For security reasons, the SSHD menu options are available via the console port only
and not via Telnet, SNMP, or the Browser-Based Interface (BBI).

When the switch reboots, it will retrieve the host and server keys from the FLASH memory. If
these two keys are not available in the flash and if the SSH server feature is enabled, the switch
will automatically generate them during the system reboot.

The switch can also automatically regenerate the RSA server key. To set the interval of RSA
server key autogeneration, use this command:

>> # [cfgl/sys/sshd/intrval <number of hours(0-24)>

where the number of hours must range between 0-24, and avalue of 0 denotesthat RSA server
key autogeneration is disabled. When greater than O, the switch will autogenerate the RSA
server key every specified interval; however, RSA server key generation will be skipped if the
switch is busy doing other key or cipher generation when the timer expires.
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Radius Authentication

SSH/SCP isintegrated with RADIUS authentication. After the RADIUS server is enabled on
the switch, all subsequent SSH authentication requests will be redirected to the specified
RADIUS servers for authentication. The redirection is transparent to the SSH clients.

SecurlD Support

SSH/SCP can also work with SecurlD, atoken card-based authentication method. The use of
SecurlD requires the interactive mode during login, which is not provided by the SSH connec-
tion.

NoOTE — Thereisno SNMP or Browser-Based Interface (BBI) support for Securl D because the
SecurlD server, ACE, is aone-time password authentication and requires an interactive ses-
sion.

Tolog in using SSH without difficulties, you need to use a special username, “ace,” to log in
and bypass the SSH authentication. After an SSH connection is established, you will then be
prompted to enter the username and password (the Securl D authentication is being performed
now). You will need to provide your actual username and the token in your SecurlD card as a
regular Telnet user would do in order to log in.

To use SCP, you need to use the SCP-only administrator’s password (that is, the scpadm
option under the/ cf g/ sys/ sshd menu) to bypass the checking of SecurlD. Alternately,
you can configure aregular administrator with afixed password in the RADIUS server if it can
be supported. A regular administrator with afixed password in the RADIUS server can per-
form both SSH and SCP with no additional authentication required.

A SCP-only administrator’s password is typically used when SecurID is used. For example, it
can be used in an automation program (in which the tokens of SecurlD are not available) to
back up (download) the switch configurations each day.

NOTE — The SCP-only administrator’s password must be different from the regular administra-
tor’s password. If the two passwords are the same, the administrator using that password will
not be allowed to log in asa SSH user because the switch will recognize him as the SCP-only
administrator and only allow the administrator access to SCP commands.
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Configuring SSH/SCP

SSH/SCP parameters can be configured only viathe console port, using the CLI. The switch
SSH daemon uses TCP port 22 only and is not configurable.

To enable or disable the SSH/SCP feature, use the following commands:

>> # [ cfgl/sys/sshd/on (Turn SSH/SCP on)
>> # [ cfglsys/sshd/of f (Turn SSH/SCP off)

To set the interval of RSA server key autogeneration, use this command:

>> # [cfgl/sys/sshd/intrval <number of hours(0-24)>

where the number of hours must range between 0-24, and a value of 0 denotes that RSA server
key autogeneration is disabled. When greater than 0, the switch will auto-generate the RSA
server key every interval specified; however, RSA server key generation will be skipped if the
switch is busy doing other key or cipher generation when the timer expires.

To enable or disable the SCP apply and save (SCP put cf g_appl y and
put cf g_appl y_save commands), use these commands:

>> # /cfg/sys/sshd/ ena (Enable SSH/SCP apply and save)
>> # /cfgl/sys/sshd/dis (Disable SSH/SCP apply and save)

The following commands are useful for obtaining information about the current SSH/SCP-
related configuration:

>> # [ cfglsys/sshd/cur (Mew current SSH/SCP settings)
>> # diff (Miew pending changes)

To apply the pending changes from the new configuration, use this command:

>> # apply

NOTE — If SSH/SCPis enabled and an appl y command is issued, the switch will automati-
cally generate the RSA host and server keysif they are not available. It will take several min-
utes to complete this process.
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To save the current configuration to FLASH, use this command:

>> # save

Usually, there will be no need to generate manually the RSA host and server keys. However,
you may still do so by using the following commands:

>> # [cfgl/sys/sshd/ hkeygen (Generates the host key)
>> # [cfgl/sys/sshd/ skeygen (Generates the server key)

NOTE — These two commands will take effect immediately without the need of an appl y
command being issued.

Some Supported Client Commands
Up to four simultaneous Tel net/SSH/SCP connections are supported on a switch.
B Tologinto the switch:

ssh <switch IP address> or ssh -1 <username> <switch IP address>

B To download the switch configuration using SCP:
scp <switch IP address>: get cf g <local filename>

B To upload the configuration to the switch:
scp <local filename> <switch IP address>: put cf g

Some examples are listed below:

>> # ssh 205.178. 15. 157

>> # ssh -1 dleu 205.178.15. 157

>> # scp 205.178.15. 157: getcfg ad4.cfg
>> # scp ad4.cfg 205.178. 15. 157: putcfg

where 205.178.15.157 is the | P address of the example switch.

Please also note that appl y and save commands are still needed after the last command
(scp ad4.cfg 205.178. 15. 157: put cf g) isissued. Or, instead, you can use the fol-
lowing commands:

>> # scp ad4.cfg 205.178. 15. 157: putcfg_apply
>> # scp ad4.cfg 205.178. 15. 157: put cf g_appl y_save
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Port Mirroring

Port mirroring is implemented to enhance the security of your network. For example, an IDS
server can be connected to the monitor port to detect intruders attacking the network.

The port mirroring feature in Web OS 10.0 allows you to attach a sniffer to a monitoring port
that is configured to receive a copy of every single packet that is forwarded from the mirrored
port. Web OS enables you to mirror port traffic for al layers (Layer 2 - 7).

Asshownin Figure 5-2, port 5 is monitoring ingress traffic (traffic entering the switch) on port
1 and egress traffic (traffic leaving the switch) on port 3. You can attach a device to port 5 to
monitor the traffic on ports 1 and 3.

Mirrored ports

\ Molnitoring port

Ingress traffic
Egress traffic

Figure 5-2 Monitoring Ports

Figure 5-2 shows two mirrored ports monitored by a single port. Similarly, you can have a sin-
gle or groups of

B amirrored port to a monitored port
B many mirrored portsto one monitored port

Web OS 10.0 does not support a single port being monitored by multiple ports.

Packets are duplicated and sent to the mirrored ports after client or server port processing is
completed. Data packets sent from a client to a virtual server are seen at the mirrored port as
follows:

B source |P address = client |P address
B destination |P address = real server |P address rather than the virtual server |P address.

Conversely, the response from the server to the client will be seen asfollows:

B source |P address =virtua server |P address
B destination |P address=client | P address
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NOTE — Port mirroring and bandwidth management cannot be enabled at the same time.

To configure port mirroring for the example shown in Figure 5-2,

1. Specify the monitoring port.

>> # [cfg/pnmirr/monport 5 (Select port 5 for monitoring)

2. Select the portsthat you want to mirror.

>> Port 5 # add 1 (Sdlect port 1 to mirror)
>> Enter port mrror direction [in, out, or both]: in
(Monitor ingresstraffic on port 1)
>> Port 5 # add 3 (Select port 3to mirror)
>> Enter port mirror direction [in, out, or both]: out
(Monitor egresstraffic on port 3)

3. Enableport mirroring.

>> # [cfg/pmrr/mirr ena (Enable port mirroring)

4. Apply and save the configuration.

>> PortM rroring# apply (Apply the configuration)
>> PortM rroring# save (Save the configuration)

5. View thecurrent configuration.

>> PortM rroring# cur (Display the current settings)
Port mirroring is enabl ed
Monitoring Ports Mrrored Ports
1 none
2 none
3 none
4 none
5 (1, in) (3, out)
6 none
7 none
8 none
9 none
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Part 2: Web Switching
Fundamentals

Internet traffic consists of myriad services and applications which use the Internet Protocol
(IP) for data delivery. IP, however, is not optimized for al the various applications. Web
switching goes beyond | P and makes intelligent switching decisions based on the application
and its data. This sections details the following fundamental Web switching features:

Server Load Balancing
Filtering

Application Redirection
Virtual Matrix Architecture
Health Checking

High Availability
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CHAPTER 6
Server Load Balancing

Server Load Balancing (SLB) allows you to configure the Alteon Web switch to balance user
session traffic among a pool of available servers that provide shared services. The following
sections in this chapter describe how to configure and use SLB:

“Understanding Server Load Balancing” on page 118. This section discusses the benefits
of server load balancing and how it works.

“Implementing Basic Server Load Balancing” on page 121. This section discusses how
implementing SLB provides reliability, performance, and ease of maintenance on your
network.

O “Network Topology Requirements’ on page 122. This section provides key require-
ments to consider before deploying server load balancing.

O “Configuring Server Load Balancing” on page 124.
O “Additional Server Load Balancing Options’ on page 128.

“Extending SLB Topologies’ on page 136. This section discusses proxy | P addresses,
mapping a virtual port to real ports, monitoring real server ports, and delayed binding.

“Load Balancing Specia Services’ on page 149. This section discusses load balancing
based on special services, such as source IP addresses, FTP, RTSP, DNS, WAP, IDS, and
WAN link.

For additional information about the SLB feature, see your Web OS Command Reference.
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Understanding Server Load Balancing

SL B benefits your network in a number of ways:

Increased efficiency for server utilization and network bandwidth

With SLB, your Alteon Web switch is aware of the shared services provided by your
server pool and can then balance user session traffic among the avail able servers. Impor-
tant session traffic gets through more easily, reducing user competition for connections on
overutilized servers. For even greater control, traffic is distributed according to a variety
of user-selectablerules.

Increased reliability of servicesto users

If any server in a server pool fails, the remaining servers continue to provide access to
vital applications and data. The failed server can be brought back up without interrupting
access to services.

Increased scalability of services

As users are added and the server pool’s capabilities are saturated, new servers can be
added to the pool transparently.

Identifying Your Network Needs

SLB may be the right option for addressing these vital network concerns:

B A single server no longer meets the demand for its particular application.
B The connection from your LAN to your server overloads the server’s capacity.
B Your NT and UNIX servers hold critical application data and must remain available even
in the event of a server failure.
B Your Web siteisbeing used as away to do business and for taking orders from customers.
It must not become overloaded or unavailable.
B You want to use multiple servers or hot-standby servers for maximum server uptime.
B You must be able to scale your applications to meet client and LAN request capacity.
B You can't afford to continue using an inferior load-balancing technique, such as DNS
round robin or a software-only system.
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How Server Load Balancing Works

In an average network that employs multiple servers without server load balancing, each server
usually specializesin providing one or two unique services. If one of these servers provides
access to applications or data that isin high demand, it can become overutilized. Placing this
kind of strain on a server can decrease the performance of the entire network as user requestsare
rejected by the server and then resubmitted by the user stations. Ironically, over-utilization of
key servers often happens in networks where other servers are actually available.

The solution to getting the most from your serversis SLB. With this software feature, the
switch is aware of the services provided by each server. The switch can direct user session traf-
fic to an appropriate server, based on a variety of 1oad-balancing algorithms.
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Figure 6-1 Traditional Versus SLB Network Configurations

To provide load balancing for any particular type of service, each server in the pool must have
access to identical content, either directly (duplicated on each server) or through a back-end
network (mounting the same file system or database server).
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The Web switch, with SLB software, acts as afront-end to the servers, interpreting user session
reguests and distributing them among the available servers. Load balancing in Web OS can be
donein the following ways:

B Virtua server-based load balancing

Thisisthe traditional load balancing method. The switch is configured to act as a virtual
server and isgiven avirtual server P address (or range of addresses) for each collection of
services it will distribute. Depending on your switch model, there can be as many as 256
virtual servers on the switch, each distributing up to eight different services (up to atotal
of 2048 services).

Each virtual server isassigned alist of the IP addresses (or range of addresses) of the real
serversin the pool where its services reside. When the user stations request connectionsto
aservice, they will communicate with a virtual server on the switch. When the switch
receives the request, it binds the session to the IP address of the best available real server
and remaps the fieldsin each frame from virtual addresses to real addresses.

IP, FTP, RTSP, IDS, and static session WAP are examples of some of the services that use
virtual serversfor load balancing.

B Filtered-based load balancing

A filter allows you to control the types of traffic permitted through the switch. Filters are
configured to allow, deny, or redirect traffic according to the | P address, protocol, or Layer
4 port criteria. In filtered-based load balancing, afilter is used to redirect traffic to areal
server group. If the group is configured with more than one real server entry, redirected
traffic is load balanced among the available real serversin the group.

Firewalls, WAP with RADIUS snooping, IDS, and WAN links use redirection filtersto
load balance traffic.

B Content-based load balancing

Content-based load balancing uses Layer 7 application data (such as URL, cookies, and
Host Headers) to make intelligent load balancing decisions.

URL -based load balancing, browser-smart load balancing, and cookie-based preferential
load balancing are afew examples of content-based |oad balancing.

120 m Chapter 6: Server Load Balancing Alte02?2777A §¥Steg01052
-A, February

Download from Www.Somanuals.com. All Manuals Search And Download.



Web OS 10.0 Application Guide

Implementing Basic Server Load Balancing

Consider a situation where customer Web sites are being hosted by a popular Web hosting
company and/or Internet Service Provider (ISP). The Web content isrelatively static and is
kept on asingle NFS server for easy administration. As the customer base increases, the num-
ber of simultaneous Web connection requests also increases.

Web Clients Web Server
.[r As cIients increase the server becomes overloaded
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Figure 6-2 Web Hosting Configuration Without SLB

Such a company has three primary needs:

B Increased server availability
B Server performance scalable to match new customer demands

B Easy administration of network and servers

Web Clients Layer 4 Switching & Web Server Farm

.[' Server Load Balancmg

-. [r Web Switch
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Figure 6-3 Web Hosting with SLB Solutions
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All of the above issues can be addressed by adding an Alteon Web switch with SLB software.

Reliability isincreased by providing multiple paths from the clients to the Web switch and
by accessing apool of serverswith identical content. If one server fails, the others can take
up the additional 1oad.

Performanceisimproved by balancing the Web request load across multiple servers. More
servers can be added at any time to increase processing power.

For ease of maintenance, servers can be added or removed dynamically, without interrupt-
ing shared services.

Network Topology Requirements

When deploying SLB, there are afew key aspects to consider:

B Insandard SLB, al client requeststo avirtua server |P addressand al responses from the
real servers must pass through the switch, as shown in Figure 6-4. If thereis a path between
the client and the real serversthat does not pass through the switch, the Web switch can be
configured to proxy requestsin order to guarantee that responses use the correct path (see
“Proxy IP Addresses’ on page 136).

Internet ROUter/\JFS Server
Nr— \ web B
& » Switch e
S e
- Switch Router
Cl|ents e Switch Server Pool #1
h_.k ‘,\"'::-1
Alternate path is not valid with \]:
Layer 4 services. IP proxy
addresses must be used on the Server Pool #2
Alteon Web switch
Figure 6-4 SLB Client/Server Traffic Routing
B Identical content must be available to each server in the same pool. Either of these meth-
ods can be used:
O Static applications and data are duplicated on each real server in the pool.
O Eachreal server in the pool has access to the same data through use of a shared file
system or back-end database server.
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B Some servicesrequire that a series of client requests go to the same real server so that ses-
sion-specific state data can be retained between connections. Services of this nature
include Web search results, multi-page forms that the user fillsin, or custom Web-based
applications typically created using cgi - bi n scripts. Connections for these types of ser-
vices must be configured as persistent (see Chapter 16, “Persistence”) or must use the
m nmi sses or hash metrics (see “Metrics for Real Server Groups’ on page 131).

B Clientsand servers can be connected through the same switch port. Each port in use on the
switch can be configured to process client requests, server traffic, or both. You can enable
or disable processing on a port independently for each type of Layer 4 traffic.

O Layer 4 client processing: Ports that are configured to process client request traffic
provide address translation from the virtual server |P to the real server |P address.

O Layer 4 server processing: Ports that are configured to process server responses to cli-
ent requests provide address trandation from the real server I1P address to the virtual
server |P address. These ports require real serversto be connected to the Web switch
directly or through a hub, router, or another switch.

NoOTE — Switch ports configured for Layer 4 client/server processing can simultaneously pro-
vide Layer 2 switching and IP routing functions.

Consider the following network topology:

@ Client Processing Web servers initiate DNS requests
e S 5 ) which are load balanced
erver Processin
g to DNS servers _E
Web Switch -
Router 1 "XE -~ =~ DNS
S~ Server
Internet ~ — . ~ Pool
2 _E
Y
Clients on the Internet e = Web
initiate HTTP sessions which % ~ Server
Pool

are load balanced to Web servers

Figure 6-5 Example Network for Client/Server Port Configuration

In Figure 6-5, the switch load balances traffic to a Web server pool and to aDomain Name
System (DNS) server pool. The switch port connected to the Web server pool (port 2) is
asked to perform both server and client processing.

Sometopologiesrequire special configuration. For example, if clientswere added to Switch B
as shown in Figure 6-5, these clients could not access the Web server pool using SLB services,
except through a proxy |P address that is configured on port 2 of the Alteon Web switch.
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Configuring Server Load Balancing

This section describes the steps for configuring an SLB Web hosting solution. In the following
procedure, many of the SLB options are | eft to their default values. See “ Additional Server
Load Balancing Options’ on page 128 for more options.

The following is required prior to configuration:

B You must be connected to the switch Command Line Interface (CLI) as the administrator.

B The SLB software must be enabled.

NOTE — For details about any of the menu commands described in this example, see your
Web OS Command Reference.

1. Assign an IP addressto each of thereal serversin the server pool.

Thereal serversin any given real server group must have an I P route to the switch that per-
formsthe SLB functions. This IP routing is most easily accomplished by placing the switches
and servers on the same | P subnet, although advanced routing techniques can be used aslong
as they do not violate the topology rules outlined in “ Network Topology Requirements” on
page 122.

For this example, the three Web-host real servers have been given the following IP addresses
on the same | P subnet:

Table 6-1 Web Host Example: Real Server IP Addresses

Real Server IP address

Server A 200.200.200.2
Server B 200.200.200.3
Server C 200.200.200.4

NOTE — Ani mask option can be used to define arange of |P addresses for real and virtual
servers (see “IP Address Ranges Using imask” on page 129).
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Define an | P interface on the switch.

The switch must have an IP route to all of the real servers that receive Web switching services.
For SLB, the switch uses this path to determine the level of TCP/IP reach of the real servers.

To configure an IP interface for this example, enter these commands from the CLI:

>> # [cfglipl/lif 1 (Sclect IP interface 1)
>> | P Interface 1# addr 200.200.200. 100 (Assign IP address for the interface)
>> | P Interface 1# ena (Enable IP interface 1)

NoTE — The IP interface and the real servers must belong to the same VLAN, if they arein the
same subnet. This example assumes that all ports and IP interfaces use default VLAN 1,
requiring no special VLAN configuration for the ports or |P interface.

Define each real server.

For each real server, you must assign areal server number, specify its actual |P address, and
enable the real server. For example:

>> | P Interface 1# /cfg/slb/real 1 (Server Aisreal server 1)
>> Real server 1# rip 200.200.200.2 (Assign Server A IP address)
>> Real server 1# ena (Enablereal server 1)

>> Real server 1# ../real 2 (Server Bisreal server 2)
>> Real server 2# rip 200.200.200.3 (Assign Server B IP address)
>> Real server 2# ena (Enablereal server 2)

>> Real server 2# ../real 3 (Server Cisreal server 3)
>> Real server 3# rip 200.200.200.4 (Assign Server C |P address)
>> Real server 3# ena (Enablereal server 3)

4. Defineareal server group and add thethreereal serversto the service group.

>> Real server 3# /cfg/slb/group 1 (Select real server group 1)

>> Real server group 1# add 1 (Add real server 1togroup 1)

>> Real server group 1# add 2 (Add real server 2to group 1)

>> Real server group 1# add 3 (Add real server 3to group 1)
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5. Defineavirtual server.

All client requests will be addressed to avirtual server |P addresson avirtual server defined on
the switch. Clients acquire the virtual server | P address through normal DNS resolution. In this
example, HTTPis configured asthe only service running on thisvirtual server, and this service
is associated with the real server group. For example:

>> Real server group 1# /cfg/slb/virt 1 (Select virtual server 1)

>> Virtual server 1# vip 200.200.200.1 (Assign avirtual server IP address)
>> Virtual server 1# ena (Enable the virtual server)

>> Virtual server 1# service http (Select the HTTP service menu)

>> Virtual server 1 http Service# group 1 (Associatevirtual portto real group)

NOTE — This configuration is not limited to HTTP Web service. Other TCP/IP services can be
configured in asimilar fashion. For alist of other well-known services and ports, see “Well-
Known Application Ports’ on page 128. To configure multiple services, see “ Configuring Mul-
tiple Services’” on page 130.

6. Definethe port settings.

In this example, the following ports are being used on the Web switch:

Table 6-2 Web Host Example: Port Usage

Port Host L4 Processing
1 Server A serves SLB reguests. Server

2 Server B serves SLB requests. Server

3 Server C serves SLB requests. Server

4 Back-end NFS server provides centralized Web content for all three  None

real servers. This port does not require Web switching features.

5 Client router A connects the switch to the Internet where client Client
requests originate.

6 Client router B connects the switch to the Internet where client Client
requests originate.
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The ports are configured as follows:

>> Virtual server 1# /cfg/slb/port 1 (Select physical switch port 1)
>> SLB port 1# server ena (Enable server processing on port 1)
>> SLB port 1# ../port 2 (Select physical switch port 2)
>> SLB port 2# server ena (Enable server processing on port 2)
>> SLB port 2# ../port 3 (Select physical switch port 3)
>> SLB port 3# server ena (Enable server processing on port 3)
>> SLB port 3# ../port 5 (Select physical switch port 5)
>> SLB port 5# client ena (Enable client processing on port 5)
>> SLB port 5# ../port 6 (Select physical switch port 6)
>> SLB port 6# client ena (Enable client processing on port 6)
7. Enable, apply, and verify the configuration.
>> SLB port 6# .. (Select the S_B Menu)
>> Layer 4# on (Turn Server Load Balancing on)
>> Layer 4# apply (Make your changes active)
>> Layer 4# cur (View current settings)
Examine the resulting information. If any settings are incorrect, make the appropriate changes.
8. Saveyour new configuration changes.
>> Layer 4# save (Save for restore after reboot)
NOTE — You must appl y any changesin order for them to take effect, and you must save
changes if you wish them to remain in effect after switch reboot.
9. Check the SLB information.
>> Layer 4# /infolslb/dunp (View SLB information)
Check that all SLB parameters are working according to expectation. If necessary, make any
appropriate configuration changes and then check the information again.
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Additional Server Load Balancing Options

In the previous section (“Configuring Server Load Balancing” on page 124), many of the SLB
options are | eft to their default values. The following configuration options can be used to cus-
tomize SLB on your Web switch:

“Supported Services and Applications’ on page 128
“Disabling and Enabling Real Servers’ on page 129
“1P Address Ranges Using imask” on page 129
“Health Checks for Real Servers’ on page 130
“Configuring Multiple Services’ on page 130
“Metricsfor Real Server Groups’ on page 131
“Weights for Real Servers’ on page 134

“Connection Time-outs for Real Servers’ on page 134
“Maximum Connections for Real Servers’ on page 134
“Backup/Overflow Servers’ on page 135

Supported Services and Applications

Each virtual server can be configured to support up to eight services, limited to atotal of 256
services per switch. Usingthe/ cf g/ sl b/ vi rt <virtual server number>/ ser vi ce
option, the following TCP/UDP applications can be specified:

NOTE — The service number specified on the switch must match the service specified on the server.

Table 6-3 Well-Known Application Ports

Number TCP/UDP Number TCP/UDP Number TCP/UDP
Application Application Application

20 ftp-data 79 finger 179 bgp

21 ftp 80 http 194 irc

22 ssh 109 pop2 220 imap3

23 telnet 110 pop3 389 Idap

25 smtp m sunrpc 443 https

37 time 119 nntp 520 rip

42 name 123 ntp 554 rtsp

43 whois 143 imap 1645, 1812 Radius

53 domain 144 news 1813 Radius Accounting

69 tftp 161 snmp 1985 hsrp

70 gopher 162 snmptrap

NOTE — Load balancing some applications (such as FTP and RTSP) require special attention.
See “Load Balancing Specia Services’ on page 149 for more information.
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Disabling and Enabling Real Servers

If you need to reboot a server, you must make sure that new sessions are not sent to the real
server and that old sessions are not discarded. When the session count gets to zero, you may
shut down the server. Use the following command to disable real servers:

>> # [ oper/sl b/di s <real server number>

When maintenance is complete, use the following command to enable the real server:

>> # [ oper/ sl b/ ena <real server number>

IP Address Ranges Using imask

Thei mask option lets you define arange of |P addresses for the real and virtual servers con-
figured under SLB. By default, thei mask setting is 255.255.255.255, which means that each
real and virtual server represents asingle | P address. An imask setting of 255.255.255.0 would
mean that each real and virtual server represents 256 | P addresses. Consider the following
example:

B A virtual server isconfigured with an IP address of 172.16.10.1.
B Real servers 172.16.20.1 and 172.16.30.1 are assigned to service the virtual server.
B Theimask is set to 255.255.255.0.

If the client request was sent to virtual server |P address 172.16.10.45, the unmasked portion of
the address (0.0.0.45) gets mapped directly to whichever real server |P addressis selected by
the SLB algorithm. Thus, the request would be sent to either 172.16.20.45 or 172.16.30.45.
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Health Checks for Real Servers

Determining health for each real server is anecessary function for SLB. By default for TCP
services, the switch checks health by opening a TCP connection to each service port config-
ured as part of each service. For more information, see “Configuring Multiple Services’ on
page 130. For UDP services, the switch pings servers to determine their status.

By default, the switch checks each service on each real server every two seconds. If the real
server is busy processing connections, it may not respond to a health check. By default, if a
service does not respond to four consecutive health checks, the switch declares the service
unavailable. As shown below, the health check interval and the number of retries can be

changed:

>> # [cfgl/slbl/real <real server number> (Select thereal server)

>> Real server# inter 4 (Check real server every 4 seconds)
>> Real server# retry 6 (Declare down after 6 checksfail)

For more complex health-checking strategies, see Chapter 10, “Health Checking.”

Configuring Multiple Services

When you configure multiple servicesin agroup, their health checks will be dependent on
each other. If areal server failsahealth check for aservice, then the status of the real server for
the second service appears as “ blocked.”

If you are configuring two independent services such as FTP and SMTP—where the real
server failure on one service does not affect other servicesthat the real server supports, then
configure two groups with the same real servers but different services. If areal server config-
ured for both FTP and SMTP fails FTP, the real server is still available for SMTR. This allows
the services to act independently even though they are using the same real servers.

If you are configuring two dependent services such as HTTP and HTTPS—where the real
server failure on one service blocks the real server for other services, then configure asingle
group with multiple services. If areal server configured for both HTTP and HTTPS fails for
the HTTP service, then the server is blocked from supporting any HTTPS requests. The switch
will block HTTPS requests, (even though HTTPS has not failed) until the HTTP service
becomes available again. This helpsin troubleshooting so you know which service has failed.
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Metrics for Real Server Groups

Metrics are used for selecting which real server in agroup will receive the next client connec-
tion. The available metrics mi nmi sses (Minimum misses), hash, | east conns (least con-
nections), r oundr obi n, bandwi dt h, and r esponse (response time) are explained in
detail below. The default metricis| east conns.

To change areal server group metric to ni nm sses, for example, enter:

>> # [cfg/slb/group <group number> (Select the real server group)
>> Real server group# metric mnm sses (Use minmisses metric)

Minimum Misses

Them nni sses metricis optimized for Application Redirection. It uses |P address informa-
tionintheclient request to select aserver. The specific | P addressinformation used depends on
the application:

B For Application Redirection, the client destination |P addressis used. All requestsfor a
specific P destination address is sent to the same server. This metric is particularly useful
in caching applications, helping to maximize successful cache hits. Best statistical load
balancing is achieved when the I P address destinations of |0ad-bal anced frames are spread
across a broad range of |P subnets.

B For SLB, theclient source I P address and real server |P address are used. All requests
from a specific client are sent to the same server. This metric is useful for applications
where client information must be retained on the server between sessions. With this met-
ric, server load becomes most evenly balanced as the number of active clients with differ-
ent source or destination addresses increases.

When selecting a server, the switch calculates a score for each available real server based on
the relevant IP address information. The server that scores the highest is assigned the connec-
tion. This metric attempts to minimize the disruption of persistency when servers are removed
from service. This metric should be used only when persistence is a must.

NoOTE — Them nmi sses metric cannot be used for firewall load balancing, since the real
server |P addresses used in cal culating the score for this metric are different on each side of the
firewall.
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Hash

The hash metric uses | P address information in the client request to select a server. The spe-
cific IP address information used depends on the application:

B For Application Redirection, the client destination |P addressis used. All requestsfor a
specific IP destination address will be sent to the same server. Thisis particularly useful
for maximizing successful cache hits.

B For SLB, theclient source IP addressis used. All requests from a specific client will be
sent to the same server. This option is useful for applications where client information
must be retained between sessions.

B For FWLB, both the source and destination | P addresses are used to ensure that the two
unidirectional flows of agiven session are redirected to the same firewall.

When selecting a server, amathematical hash of the relevant | P address information is used as
an index into thelist of currently available servers. Any given |P address information will
always have the same hash result, providing natural persistence, aslong asthe server list is sta-
ble. However, if aserver is added to or leaves the mix, then a different server might be
assigned to a subsequent session with the same | P address i nformation even though the original
server is still available. Open connections are not cleared.

NoTE — The hash metric provides more distributed load balancing than i nm sses at any
given instant. It should be used if the statistical |oad balancing achieved using ni nm sses is
not as optimal as desired. If the load balancing statistics with mi nni sses indicate that one
server is processing significantly more requests over time than other servers, consider using
the hash metric.

Least Connections

With the| east conns metric, the number of connections currently open on each real server
ismeasured in real time. The server with the fewest current connectionsis considered to be the
best choice for the next client connection request.

This option is the most self-regulating, with the fastest serverstypically getting the most con-
nections over time.

Round Robin

With ther oundr obi n metric, new connections are issued to each server in turn; that is, the
first real server in the group gets the first connection, the second real server gets the next con-
nection, followed by the third real server, and so on. When all the real serversin this group

have received at |east one connection, the issuing process starts over with the first real server.
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Response Time

Ther esponse metric uses real server response time to assign sessions to servers. The
response time between the servers and the switch is used as the wei ghting factor. The switch
monitors and records the amount of time it takes for each real server to reply to a health check
to adjust the real server weights. The weights are adjusted so they areinversely proportional to
amoving average of response time. In such a scenario, a server with half the response time as
another server will receive aweight twice as large.

NOTE — The effects of ther esponse weighting apply directly to the real serversand are not
necessarily confined to the real server group. When response time-metered real serversare also
used in other real server groupsthat usethel east conns or r oundr obi n metrics, the

r esponse weights are applied on top of thel east conns or r oundr obi n calculations
for the affected real servers. Since ther esponse weight changes dynamically, this can pro-
duce fluctuationsin traffic distribution for the real server groupsthat usethel east conns or
roundr obi n metrics.

Bandwidth

Thebandwi dt h metric usesreal server octet countsto assign sessionsto a server. The switch
monitors the number of octets sent between the server and the switch. Then, the real server
weights are adjusted so they areinversely proportional to the number of octets that the real
server processes during the last interval.

Serversthat process more octets are considered to have less available bandwidth than servers
that have processed fewer octets. For example, the server that processes half the amount of
octets over the last interval receives twice the weight of the other servers. The higher the band-
width used, the smaller the weight assigned to the server. Based on this weighting, the subse-
guent requests go to the server with the highest amount of free bandwidth. These weights are
automatically assigned.

The bandwidth metric requires identical servers with identical connections.

NOTE — The effects of thebandwi dt h weighting apply directly to therea serversand are not
necessarily confined to the real server group. When bandwidth-metered real servers are also
used in other real server groupsthat usethel east conns or r oundr obi n metrics, the
bandwi dt h weightsare applied on top of thel east conns orr ound- r obi n calculations
for the affected real servers. Since the bandwi dt h weight changes dynamically, this can pro-
duce fluctuationsin traffic distribution for the real server groupsthat usethel east conns or
roundr obi n metrics.
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Weights for Real Servers

Weights can be assigned to each real server. These weights bias |oad balancing to give the fast-
est real servers alarger share of connections. Weight is specified as a number from 1 to 48.
Each increment increases the number of connectionsthe real server gets. By default, each real
server is given aweight setting of 1. A setting of 10 would assign the server roughly 10 times
the number of connections as a server with aweight of 1. To set weights, enter the following

commands:
>> # [cfgl/slbl/real <real server number> (Select thereal server)
>> Real server# weight 10 (20 times the number of connections)

NOTE — Weights are not applied when using the hash or mi nm sses metrics.

Connection Time-outs for Real Servers

In some cases, open TCP/IP sessions might not be closed properly (for example, the switch
receivesthe SYNfor the session, but no FI Nissent). If asessionisinactive for 10 minutes (the
default), it isremoved from the session table in the switch. To change the time-out period,
enter the following:

>> # [cfg/slbl/real <real server number> (Select thereal server)
>> Real server# tnout 4 (Specify an even numbered interval)

The example above would change the time-out period of all connections on the designated real
server to four minutes.
Maximum Connections for Real Servers

You can set the number of open connections each real server is allowed to handle for SLB. To
set the connection limit, enter the following:

>> # [cfgl/slbl/real <real server number> (Select thereal server)
>> Real server# maxcon 1600 (Allow 1600 connections maxi mum)

Values average from approximately 500 HT TP connections for slower serversto 1500 for
quicker, multiprocessor servers. The appropriate val ue also depends on the duration of each
session and how much CPU capacity is occupied by processing each session. Connections that
use alot of Javaor CA scripts for forms or searches require more server resources and thus a
lower naxcon limit. You may wish to use a performance benchmark tool to determine how
many connections your real servers can handle.

When a server reachesits naxcon limit, the switch no longer sends new connections to the
server. When the server drops back below the maxcon limit, new sessions are again allowed.
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Backup/Overflow Servers

A real server can backup other real servers and can handle overflow traffic when the maximum
connection limit is reached. Each backup real server must be assigned area server number and
real server P address. It must then be enabled. Finally, the backup server must be assigned to
each real server that it will back up. The following defines real server 4 as abackup for rea
servers1land 2:

>> # [cfg/slb/real 4 (Select real server 4 as backup)
>> Real server 4# rip 200.200.200.5 (Assign backup IP address)

>> Real server 4# ena (Enablereal server 4)

>> Real server 4# /cfg/slb/real 1 (Select real server 1)

>> Real server 1# backup 4 (Real server 4 is backup for 1)
>> Real server 1# /cfg/slb/real 2 (Select real server 2)

>> Real server 2# backup 4 (Real server 4 is backup for 2)

In asimilar fashion, abackup/overflow server can be assigned to areal server group. If all real
serversin areal server group fail or overflow, the backup comes online.

>> # /cfg/slbl/group <real server group number> (Select real server group)
>> Real server group# backup r4 (Assign real server 4 as backup)

Real server groups can also use another real server group for backup/overflow:

>> # [cfgl/slbl/lgroup <real server group number> (Select real server group)

>> Real server group# backup g2 (Assign real server group 2 as
backup)
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Extending SLB Topologies

For standard SLB, all client-to-server requests to a particular virtual server and al related
server-to-client responses must pass through the same Web switch. In complex network topol-
ogies, routers and other devices can create aternate paths around the Web switch managing
SLB functions (see Figure 6-4 on page 122). Under such conditions, the Web switch with
Web OS provides the following solutions:

B Proxy |P Addresses

B Mapping Ports

B Direct Server Interaction
B Déeayed Binding

Proxy IP Addresses

In complex network topologies (see Figure 6-4 on page 122), SLB functions can be managed
using a proxy | P address on the client switch ports.

When the client requests services from the switch’s virtual server, the client sendsits own IP
address for use as areturn address. If aproxy |P addressis configured for the client port on the
switch, the switch replaces the client’s source | P address with the switch’s own proxy IP
address before sending the request to the real server. This creates theillusion that the switch
originated the request.

Thereal server uses the switch’'s proxy | P address as the destination address for any response.
SLB traffic is forced to return through the proper switch, regardless of alternate paths. Once
the switch receives the proxied data, it putsthe original client IP address into the destination
address and sends the packet to the client. This processis transparent to the client.

NOTE — Because requests appear to come from the switch proxy I P address rather than the cli-
ent source | P address, the network administrator should be aware of this behavior during
debugging and statistics collection.

The proxy |P address can also be used for direct access to the real servers (see “Direct Server
Interaction” on page 142).
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The following procedure can be used for configuring proxy 1P addresses:

1. Disableserver processing on affected switch ports.

When implementing proxies, switch ports can be reconfigured to disable server processing.
Referring to the Table 6-2 on page 126, the following revised port conditions are used:

Table 6-4 Proxy Example: Port Usage

Port Host L4 Processing
1 Server A None
2 Server B None
3 Server C None
4 Back-end NFS server provides centralized Web content for all three None

real servers. This port does not require Web switching features.

5 Client router A connects the switch to the Internet where all client Client
requests originate.

6 Client router B also connects the switch to the Internet where all client  Client
requests originate.

The following commands are used to disable server processing on ports 1-3:

>> # [cfg/slb/port 1 (Select switch port 1)
>> SLB port 1# server dis (Disable server processing on port 1)
>> SLB port 1# ../port 2 (Select switch port 2)
>> SLB port 2# server dis (Disable server processing on port 2)
>> SLB port 2# ../port 3 (Select switch port 3)
>> SLB port 3# server dis (Disable server processing on port 3)

2. Add proxy | P addressesto the client ports.

Each client port requires a proxy | P address. Each proxy |P address must be unique on your
network. The following commands are used to configure client proxies:

>> # [cfg/slb/port 5 (Select network port 5)
>> SLB port 5# pip 200.200. 200. 68 (Set proxy IP address for client port 5)
>> SLB port 5# ../port 6 (Select network port 6)
>> SLB port 6# pip 200.200.200. 69 (Set proxy IP address for client port 6)

The proxies are transparent to the user.
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3. IftheVirtual Matrix Architecture (VMA) featureis enabled, add proxy | P addresses for
all other switch ports (except port 9).
VMA isnormally enabled on the switch. In addition to enhanced resource management, VMA
eliminates many of the restrictions found in earlier versions of the Web OS. VMA does
reguire, that when any switch port is configured with a proxy |P address, all ports must be con-
figured with unique proxy IP addresses. If VMA isdisabled, only the client port needs a proxy
IP address and this step can be skipped.
The following commands can be used for configuring the additional unique proxy 1P
addresses.
>> SLB port 6# /cfg/slb/port 1 (Select network port 1)
>> SLB port 1# pip 200.200. 200. 70 (Set proxy IP address for port 1)
>> SLB port 1# ../port 2 (Select network port 2)
>> SLB port 2# pip 200.200.200.71 (Set proxy IP address for port)
>> SLB port 2# ../port 3 (Select network port 3)
>> SLB port 3# pip 200.200.200.72 (Set proxy IP address for port 3)
>> SLB port 3# ../port 4 (Select network port 4)
>> SLB port 4# pip 200. 200. 200. 73 (Set proxy IP address for port 4)
>> SLB port 4# ../port 7 (Select network port 7)
>> SLB port 7# pip 200.200.200.74 (Set proxy IP address for port 7)
>> SLB port 7# ../port 8 (Select network port 8)
>> SLB port 8# pip 200.200.200. 75 (Set proxy IP address for port 8)
NOTE — Port 9 does not require a proxy |P address under VMA.
For conceptual information, see “Virtual Matrix Architecture” on page 217 of this manual and
for information on using the commands, see the Web OS Command Reference
(/ cf g/ sl b/ adv/ mat ri x) for moreinformation.
4. Apply and save your changes.
NOTE — Remember that you must appl y any changesin order for them to take effect, and you
must save them if you wish them to remain in effect after switch reboot. Also, the
/i nf o/ sl b command is useful for checking the state of Server Load Balancing operations.
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Mapping Ports

An Alteon Web switch allows you to hide the identity of a port for security by mapping a vir-
tual server port to a different real server port.

Mapping a Virtual Server Port to a Real Server Port

In addition to providing direct real server accessin some situations (see “Mapping Ports’ on
page 144), mapping is required when administrators choose to execute their real server pro-
cesses on different ports than the well-known TCP/UDP ports. Otherwise, virtual server ports
are mapped directly to real server ports by default and require no mapping configuration.

Port mapping is configured from the Virtual Server Services menu. For example, to map the
virtual server TCP/UDP port 80 to real server TCP/UDP port 8004, you could enter the follow-

ing:

>> # /cfg/slb/virt 1/service 80 (Select virtual server port 80)
>> Virtual Server 1 http Service# rport 8004 (Map toreal port 8004)

NoTE — If filtering is enabled, a proxy |P addressis configured, or URL parsing is enabled on
any switch port, then port mapping is supported with Direct Access Mode (DAM). For infor-
mation about DAM, refer to “Using Direct Access Mode” on page 143.

Mapping a Single Virtual Server Port to Multiple Real Server Ports

To take advantage of multi-CPU or multi-process servers, Web OS can be configured to map a
single virtual port to multiple real ports. This capability allows the Web site managers, for
example, to differentiate users of a service by using multiple service ports to process client
requests.

An Alteon Web switch supports up to 16 real ports per server when multipler port s are
enabled. This feature allows the network administrator to configure up to 16 real ports for a
single service port. Thisfeature is supported in Layer 4 and Layer 7 and in cookie-based and
SSL persistence switching environments.

When multiple real ports on each real server are mapped to avirtual port, the Web switch treats
thereal server |P address/port mapping combination as a distinct real server.

NOTE — For each real server, you can only configure one service with multiple real ports.
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Consider the following network:
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Figure 6-6 Basic Virtual Port to Real Port Mapping Configuration

Domain Name

virtual server IP Ports Activated Port Mapping
address

Real Server IP
Address

www.right.com

192.168.2.100 8001 (rport 1)

8002 (r port 2)

192.168.2.1 (RIP 1)
192.168.2.2 (RIP 2)
192.168.2.3 (RIP 3)
192.168.2.4 (RIP 4)

In this example, four real servers are used to support asingle service (HTTP). Clients access
this service through avirtual server with 1P address 192.168.2.100 on virtual port 80. Since
each real server usestwo ports (8001 and 8002) for HTTP services, the logical real serversare:
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192.168.2.1/8001
192.168.2.1/8002
192.168.2.2/8001
192.168.2.2/8002
192.168.2.3/8001
192.168.2.3/8002
192.168.2.4/8001
192.168.2.4/8002
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Load Balancing Metric

For each service, areal server is selected using the configured load balancing metric (hash,
| east conns, m nni sses, or r oundr obi n). To ensure even distribution, once an avail-
able server is selected, the switch will use the r oundr obi n metric to choose areal port to
receive the incoming connection.

If the algorithm is| east conns, the switch sends the incoming connections to the logical
real server (real server IP address/port combination) with the least number of connections.

The/ cf g/ sl b/ vi rt command defines the real server TCP or UDP port assigned to a ser-
vice. By default, thisis the same as the virtual port (service virtual port). If r port isconfig-
ured to be different from the virtual port defined in/ cf g/ sl b/ vi rt <virtual server
number>/ ser vi ce <virtual port>, the switch maps the virtual port to the real port.

NOTE — To usethe single virtual port to multipler por t feature, configurethisreal server port
option to be a value of 0. However, note that you cannot configure multiple services with mul-
tipler por t s inthe same server if the multipler por t featureis enabled.

Configuring Multiple Service Ports

Two commands, addport andr enpor t , under the real server menu allow usersto add or
remove multiple service ports associated with a particular server. (A service portisaTCP or
UDP port number.) For example: addport 8001 andr enport 8001.

1. Configurethereal servers.

>> # [cfg/slb/real 1/rip 192.168.2.1/ena
>> # .. /real 2/rip 192.168.2.2/ena
>> # . ./real 3/rip 192.168.2.3/ena
>> # ../real 4/rip 192.168. 2. 4/ena

2. Add all four serverstoagroup.

>> # [cfg/slb/group 1

>> Real server Goup 1# add 1
>> Real server Goup 1# add 2
>> Real server Goup 1# add 3
>> Real server Group 1# add 4

3. Configureavirtual server |P address.

‘ >> # [cfg/slb/virt 1/vip 192.168. 2. 100/ ena
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4. Turnon multipler port for Port 80.

>> # [cfg/slb/virt 1/service 80/rport O

5. Add the portsto which the Web server listens.

>> # [cfg/slb/real 1/addport 8001 (Add port 8001 to real server 1)
>> # addport 8002 (Add port 8002 to real server 1)
>> # ../real 2/addport 8001 (Add port 8001 to real server 2)
>> # addport 8002 (Add port 8002 to real server 2)
>> # ../real 3/addport 8001 (Add port 8001 to real server 3)
>> # addport 8002 (Add port 8002 to real server 3)
>> # ../real 4/addport 8001 (Add port 8001 to real server 4)
>> # addport 8002 (Add port 8002 to real server 4)

Direct Server Interaction
Direct accessto real servers can be provided in the following ways:

Using Direct Server Return
Using Direct Access Mode
Assigning Multiple IP Addresses
Using Proxy IP Addresses
Mapping Ports

Monitoring Real Servers

Using Direct Server Return

Some clients may need direct accessto the real servers (for example, to monitor area server
from amanagement workstation). The Direct Server Return (DSR) feature allows the server to
respond directly to the client. This capability isuseful for sites where large amounts of dataare
flowing from serversto clients, such as with content providers or portal sitesthat typically
have asymmetric traffic patterns.

DSR and content-intelligent Layer 7 switching cannot be performed at the same time because
content intelligent switching requires that all frames go back to the switch for connection splic-

ing.

NOTE — DSR requires that the server be set up to receive frames that have a destination |P
address that is equal to the virtual server |P address.
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The sequence of steps that are executed in this scenario are shown in Figure 6-7:

Web Switch
Server farm
’
o
Client / [
' —, Internet = — s —— 5"
p : ’< \ =

Layer 2 Switch

Figure 6-7 Direct Server Return

1. Aclient request isforwarded to the Web switch.

2. Becauseonly MAC addresses are substituted, the switch forwardsthe request to the best
server, based on the configured load-balancing palicy.

3. Theserver respondsdirectly to the client, bypassing the switch, and using the virtual
server |P addressasthe source |l P address.

To set up DSR, use the following commands:

>> # [cfg/slbl/real <real server number>/ subrmac ena
>> # [cfg/slb/virt <virtual server number>/ servi ce <servicenumber>/ nonat ena

Using Direct Access Mode

When Direct Access Mode (DAM) (/ cf g/ sl b/ di r ect) isenabled on aswitch, any client
can communicate with any real server’s load-balanced service. Also, with DAM enabled, any
number of virtual services can be configured to load balance areal service.

Traffic sent directly to real server |P addressesis excluded from load-balancing decisions. The
same clients may also communicate to the virtual server |P address for |oad-balanced requests.

NoTE — When DAM is enabled on a switch, port mapping and default gateway |oad balancing
is supported only when filtering is enabled, a proxy |P addressis configured, or URL parsingis
enabled on any switch port.

Assigning Multiple IP Addresses

Oneway to provide both SLB access and direct accessto area server isto assign multiple IP
addresses to the real server. For example, one |P address could be established exclusively for
SLB and another could be used for direct access needs.
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Using Proxy IP Addresses

Proxy IP addresses are used primarily to eliminate SLB topology restrictions in complex net-
works (see “Proxy IP Addresses’ on page 136). Proxy IP addresses can also provide direct
access to real servers.

If the switch port to the client is configured with a proxy IP address, the client can access each
real server directly using thereal server’s |P address. The switch port must be connected to the
real server and client processing must be disabled (seetheser ver and cl i ent options
under the/ cf g/ sl b/ port command in your Web OS Command Reference).

SLB isstill accessed using the virtual server IP address.

Mapping Ports

When SLB is used without proxy |P addresses and without DAM, the Web switch must pro-
cess the server-to-client responses. If a client were to access the real server |P address and port
directly, bypassing client processing, the server-to-client response could be mishandled by
SLB processing as it returns through the Web switch, with the real server | P address getting
remapped back to the virtual server |P address on the Web switch.

First, two port processes must be executed on the real server. Onerea server port will handle
the direct traffic, and the other will handle SLB traffic. Then, the virtual server port on the Web
switch must be mapped to the proper real server port.

In Figure 6-8, clients can access SLB services through well-known TCP port 80 at the virtual
server’s|P address. The Web switch behaving like avirtual server is mapped to TCP port 8000
on the real server. For direct access that bypasses the virtual server and SLB, clients can spec-
ify well-known TCP port 80 asthe real server’s |P address.

Direct Access
r via Real Server IP & Port

Client
Network

Virtual Server on the

Alteon Web Switch Real

Server

Layer 4 Mapped Access
via Virtual Server IP & Port

Figure 6-8 Mapped and Nonmapped Server Access

NOTE — Port mapping is supported with DAM when filtering is enabled, a proxy |P addressis
configured, or URL parsing is enabled on any switch port.

For more information on how to map avirtual server port to areal server port, see “Mapping
Ports’ on page 139.
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Monitoring Real Servers

Typically, the management network is used by network administrators to monitor real servers
and services. By configuring the nmet and mmask options of the SLB Configuration Menu
(/ cf g/ sl b/ adv), you can access the real services being load balanced.

NoTE — Clients on the management network do not have accessto SLB services and cannot
access the virtual services being load balanced.

Themmet and nmrask options are described below:

B et : If defined, management traffic with this source IP address is allowed direct (non-
SLB) accessto the real servers. Only specify an |P address in dotted decimal notation. A
range of IP addresses is produced when used with the mmask option.

B nmask: This P address mask is used with mnet to select management traffic that is
allowed direct real server access only.
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Delayed Binding

The delayed binding feature on the switch prevents SYN Denial-of-Service (DoS) attacks on
the server. DoS occurs when the server or switch isdenied servicing the client becauseit is sat-
urated with invalid traffic.

Typically, athree-way handshake occurs before a client connectsto a server. The client sends
out a synchronization (SY N) request to the server. The server alocates an areato process the
client requests, and acknowledges the client by sending a SYN ACK. The client then acknowl-

edgesthe SYN ACK by sending an acknowledgement (ACK) back to the server, thus complet-
ing the three-way handshake.

Figure 6-9 on page 146 illustrates a classic type of SYN DoS attack. If the client does not
acknowledge the server’'s SYN ACK with adata request (REQ) and, instead, sends another
SYN request, the server gets saturated with SYN requests. Asaresult, al of the servers
resources are consumed and it can no longer service legitimate client requests.

Normal Request

Client sends a SYN request > Server

=

Client

L L8

Server reserves session and sends SYN ACK

]j.
Client sends an ACK or DATA REQ >
< Server responds with DATA

DoS SYN Attack

Client sends a SYN request

\ 4

) Server
Client

LA

< Server reserves session and sends SYN ACK
Client ignores SYN ACK and continues to send new SYN requests s

1

Yy

Server continues reserving Sessions. <G == =
Server is eventually saturated and
cannot process legitimate requests.

Figure 6-9 DoS SYN Attacks without Delayed Binding

Using an Alteon Web switch with delayed binding, asillustrated in Figure 6-10 on page 147,
the Web switch intercepts the client SY N request before it reaches the server. The Web switch
responds to the client with a SYN ACK that contains embedded client information. The Web
switch does not allocate a session until avalid SYN ACK isreceived from the client or the
three-way handshake is compl ete.
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Normal Request with Delayed Binding
Client Web Switch Server

-

-
.Hr' — Internet 4@ F
L3 =

== Client sends a SYN request =—————

~&—= S\vitch responds with special SYN ACK ===

=== Client sends an ACK or DATA REQ ==——=p—  Switch recognizes valid three-way handshake
: == Switch sends a SYN request to server ==———p—

| S Server responds with SYN ACK===

b— Switch sends ACK or DATA REQ =
< Server responds with DATA and switch splices connection to client==

DoS SYN Attack with Delayed Binding
Client Web Switch Server

-

-
.Hr' — Internet 4@ F
B =

== Client sends a SYN request =———
~&—= Switch responds with special SYN ACK===

== Client sends new SYN requests =————p- No session entry is made until a valid
~&=—= Syitch responds with another SYN ACK== three-way handshake is complete.

)

L Switch and server resources are

° protected for legitimate requests

Figure 6-10 Repelling DoS SYN Attacks With Delayed Binding

Once the Web switch receives avalid ACK or DATA REQ from the client, the Web switch
sendsa SY N request to the server on behalf of the client, waits for the server to respond with a
SYN ACK, and then forwards the clients DATA REQ to the server. Basically, the Web switch
delays binding the client session to the server until the proper handshakes are complete.

Thus, with delayed binding, two independent TCP connections span a Web session: one from
the client to the Web switch and the second from the Web switch to the selected server. The
switch temporarily terminates each TCP connection until content has been received, thus pre-
venting the server from being inundated with SY N requests.

NoTE — Delayed binding is automatically enabled when content intelligent switching features
are used. However, if you are not parsing content, you must explicitly enable delayed binding
if desired.
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Configuring Delayed Binding

To configure your switch for delayed binding, use the following command:

>> # [cfg/slb/virt <virtual server number>/ servi ce <servicetype>/ dbi nd

NOTE — Enable delayed binding without configuring any HTTP SLB processing or persistent
binding types.

To configure delayed binding for Web cache redirection, see “ Delayed Binding for Web Cache
Redirection” on page 210.

Detecting SYN Attacks

In Web OS, SY N attack detection is enabled by default, whenever delayed binding is enabled.
SYN attack detection:

Provides away to track half open connections
Activates atrap notifying that the configured threshold is exceeded
Monitors DoS attacks and proactively signals alarm

Provides enhanced security

Improves visibility and protection for DoS attacks

The probability of a SYN attack is higher if excessive half-open sessions are being generated
on the Web switch. Half-open sessions show an incomplete three-way handshake between the
server and the client. You can view the total number of half-open sessions from the

[ stat/slb/layer7/ mint menu.

To detect SYN attacks, the Web switch keeps track of the number of new half-open sessions
for a set period of time. If the value exceeds the threshold, then a syslog message and an
SNMP trap are generated.

You can change the default parameters for detecting SYN attacksin the

/ cf g/ sl b/ adv/ synat k menu. You can specify how frequently you want to check for
SYN attacks, from 2 seconds to a minute and modify the default threshold representing the
number of new half-open sessions per second.
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Load Balancing Special Services

This section discusses |oad balancing based on special services, such as

IP Server Load Balancing

FTP Server Load Balancing

Domain Name Server (DNS) Load Balancing

Real Time Streaming Protocol SLB

Wireless Application Protocol SLB

Intrusion Detection System Server Load Balancing

WAN Link Load Balancing

IP Server Load Balancing

IP server load balancing allows you to configure your Web switch for server load balancing
based on client’s IP address only. Typically, the client |P address is used with the client port
number to produce a session identifier. When the Layer 3 option is enabled, the switch uses
only the client IP address as the session identifier.

To configure the switch for | P load balancing:

>> # [cfg/slb/virt <virtual server number>

>> Virtual Server 1# |layr3 ena

>> Virtual Server 1# service ip

>> Virtual Server 1 IP Service# group <group number >

IP server load balancing must be used if IP traffic istotally encrypted and you do not have
access to the content.
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FTP Server Load Balancing

Asdefined in RFC 959, FTP uses two connections—one for control information and another for
data. Each connection is unique. Unless the client requests a change, the server always uses TCP
port 21 (awell-known port) for control information, and TCP port 20 as the default data port.

FTP uses TCP for transport. After theinitial three-way handshake, a connection is established.
When the client requests any data information from the server, it will issue a PORT command
(suchasl s, dir,get, put,nget and nput ) viathe control port.

There are two modes of FTP operation, active and passive:

B |nActive FTP, the FTP server initiates the data connection.

B [nPassive FTP, the FTP client initiates the data connection. Because the client also ini-
tiates the connection to the control channel, the passive FTP mode does not pose a prob-
lem with firewalls and is the most common mode of operation.

FTP Network Topology Restrictions
FTP network topology restrictions are listed below:

B FTPusesboth acontrol channel and adata channel; both channels need to be bound to the
samerea server.

B TheFTP server may initiate FTP data sessions.
B Information exchanged on the control channel isused to determine the | P address and port

for data connections between the FTP server and the FTP client.
Configuring FTP Server Load Balancing
1. Makesurethat a proxy | P addressisenabled on theclient port(s) or DAM isenabled.

2. Makesurethevirtual port for FTPisset up for thevirtual server.

>> # [cfglslb/virt <virtual server number>
>> Virtual Server 1# service ftp

3. Enable FTP parsing.

>> Virtual Server 1 ftp Service# ftpp ena

4. Tomakeyour configuration changes active, enter appl y at any prompt in the CLI.

>> Virtual Server 1 ftp Service# apply

NOTE — You must appl y any changesin order for them to take effect, and you must save
them if you wish them to remain in effect after switch reboot.
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Domain Name Server (DNS) Load Balancing

In previous releases of Web OS, DNS load balancing was based on virtual server |P address
and virtual port (VPORT) only. In Web OS 10.0 however, DNS load balancing allows you to
choose the service based on the two forms of DNS queries: UDP and TCP. This enables the
switch to send TCP DNS queriesto one group of real servers and UDP DNS queriesto another
group of real servers. The requests are then load balanced among the real serversin that group.

Figure 6-11 showsfour real serversload balancing UDP and TCP queries between two groups.

Real servers

- -

4

Group 1 /
UDP | 10.10.10.21

health udpdns |

vip 20202020 | /NSl L -7

.' — Internet _§

[
Client Web Switch Real servers

- -

1%

1 - \

Group 2 1 - 10.10.10.22

TCP | !
health dns \\ ,

- -

Figure 6-11 Layer 4 DNS Load Balancing

NOTE — You can configure both UDP and TCP DNS queries for the same virtua server
IP address.

) .
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Preconfiguration Tasks

1. Enable server load balancing.

>>

# /cfgl/slblena

2. Configurethefour real serversand their real | P addresses.

>>
>>
>>
>>
>>
>>
>>
>>
>>
>>
>>

>>

# I cfglslblreal
Real server 20
Real server 20
Real server 20
Real server 21
Real server 21
Real server 20
Real server 22
Real server 22
Real server 20
Real server 26
Real server 26

HOHHOHH K HHH KR H

20

ena

rip 10.10.10.20
../real 21

ena

rip 10.10.10.21
../real 22

ena

rip 10.10.10. 22
../real 26

ena

rip 10.10.10. 26

(Enable real server 20)
(Specify the IP address)

(Enable real server 21)
(Specify the IP address)

(Enable real server 22)
(Specify the IP address)

(Enable real server 26)
(Specify the IP address)

3. Configuregroup 1 for UDP and group 2 for TCP.

>>
>>

>>
>>
>>
>>
>>

>>
>>
>>

# /cfg/slb/group 1
Real server group 1 # metric roundrobin

Real server group 1 # health udpdns

Real server group 1 # add 20
Real server group 1 # add 21
Real server group 1 # ../group 2

Real server group 2 # metric roundrobin

Real server group 2 # health dns
Real server group 2 # add 22
Real server group 2 # add 26

(Sdect real server group 1)
(Specify theload balancing
metricfor group 1)

(S the health check to UDP)

(Add real server 20)
(Add real server 21)

(Spedify theload balancing
metric for group 2)

(St the health checkto TCP)
(Add real server 22)

(Add real server 26)

For more information on configuring health check, see “UDP-Based DNS Health Checks’ on

page 233.

4. Defineand enablethe server portsand the client ports.

For more information, see Step 6 “ Define the port settings.” on page 126. Some DNS servers

initiate upstream requests and must be configured both as server and client.
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Configuring UDP-based DNS Load Balancing

1. Configureand enable avirtual server |P address 1 on the switch.

>> # /cfg/slb/virt 1/vip 20.20.20.20 (Specify thevirt server |P address)
>> Virtual Server 1# ena (Enable the virtual server)

2. Set up the DNSservicefor thevirtual server, and add real server group 1.

>> Virtual Server 1# service dns (Specify the DNS service)
>> Virtual Server 1 DNS Service# group 1 (Selectthereal server group)

3. Disabledelayed binding.

Delayed binding is not required because UDP does not process session requests with a TCP
three-way handshake.

>> Virtual Server 1 DNS Service# dbind dis (Disable delayed binding) ‘

4. Enable UDP DNS queries.

>> Virtual Server 1 DNS Service# udp ena (Enable UDP balancing)

5. Apply and save your configuration.

>> Virtual Server 1 DNS Service# apply
>> Virtual Server 1 DNS Service# save
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Configuring TCP-based DNS Load Balancing

1. Configureand enablethevirtual server | P address 2 on the switch.

>> # /cfg/slb/virt 2/vip 20.20.20.20 (Specify thevirt server |P address)
>> Virtual Server 2# ena (Enable the virtual server)

2. Set up the DNSservicefor virtual server, and select real server group 2.

>> Virtual Server 2# service dns (Specify the DNS service)
>> Virtual Server 2 DNS Service# group 2 (Selectthereal server group)

3. Enabledelayed binding.

>> Virtual Server 2 DNS Service# dbi nd ena(Enable delayed binding)

4. Asthisis TCP-based load balancing, make sureto disable UDP DNS queries.

>> Virtual Server 2 DNS Service# udp dis (Disable UDP balancing)

5. Apply and save your configuration.

>> Virtual Server 2 DNS Service# apply
>> Virtual Server 2 DNS Service# save
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Real Time Streaming Protocol SLB

Real Time Streaming Protocol (RTSP) is an application-level protocol for control over the
delivery of datawith real-time properties as documented in RFC 2326.

RTSPisused as a“network remote control” for multimedia servers. Typically, amultimedia
presentation consists of severa streams of data (for example, video stream, audio stream, and
text) that must be presented in a synchronized fashion. A multimediaclient like Real Player or
Quick Time Player downloads these multiple streams of data from the multimedia servers and
presents them on the player screen.

RTSP isused to control the flow of these multimedia streams. Each presentation uses one
RTSP control connection and several other connectionsto carry the audio/video/text
multimedia streams. In this document, the term RTSP server refers to any multimedia server
that implements the RTSP protocol for multimedia presentation.

How RTSP Server Load Balancing Works

The objective of RTSP server load balancing isto intelligently switch an RTSP request, and the
other media streams associated with a presentation, to a suitable RTSP server based on the
configured |oad-balancing metric. Web OS supports one Layer 7 metric (URL hashing and
URL pattern matching) and all Layer 4 |oad-balancing metrics.

RTSP load balancing with the URL hash metric can be used to load balance cache servers
that cache multimedia presentations. Since multimedia presentations consume a large amount
of Internet bandwidth, and their correct presentation depends upon the real time delivery of the
data over the Internet, several caching servers cache the multimedia data. As aresult, the data
isavailable quickly from the cache, when required. The Layer 7 metric of URL hashing directs
all requests with the same URL to the same cache server, ensuring that no data is duplicated
across the cache servers.

Typically, an RTSP client establishes a control connection to an RTSP server over TCP port
554 and the data flows over UDP or TCP. For information on using RT SP with Web cache redi-
rection, see “RTSP Web Cache Redirection” on page 211.

NOTE — Thisfeatureis not applicable if the streaming media (multimedia) serversuse HTTP
protocol to tunnel RTSP traffic. To ensure that RTSP server |oad balancing works, make sure
the streaming media server is configured for RTSP protocol.

In atypica scenario, the RTSP client issues several sequences of commands to establish con-
nections for each component stream of a presentation. There are severa variations to this pro-
cedure, depending upon the RTSP client and the server involved. For example, there are two
prominent RTSP server and client implementations: Real Server marketed by Real Networks
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Corporation, and Quicktime Streaming Server marketed by the Apple Inc. The RTSP stream
setup sequence is different for these two servers, and the switch handles each differently. Some
of these differences are described below.

Real Server

Real Server supports both UDP and TCP transport protocols for the RTSP streams. The
actual transport is negotiated during the initialization of the connection. If TCP transport is
selected, then al streams of data will flow in the TCP control connection itself. If UDP
transport is chosen, the client and server negotiate a client UDP port, which is manually
configurable.

Therea mediafilesthat the Real Server plays have the extension “.rm”, “.ram” or “.smil”.

QuickTime Streaming Server

Apple Inc.’s QuickTime Streaming Server typically runs on the Apple platforms. Quick-
Time files that can be played over the Internet using RTSP are specially formatted and are
called “hinted QuickTime files.” Normal QuickTime files cannot be used for streaming.
The QuickTime files have the extension “.mov”.

QuickTime uses UDP protacol exclusively for transport and TCP for control connection.
Each stream of a QuickTime presentation sends Real Time Protocol (RTP), and Real Time
Control Protocol (RTCP) datausing two UDP connections. Typically, a QuickTime pre-
sentation has two streams and therefore uses four UDP connections and one TCP control
connection. QuickTime clients use a UDP port, which is manually configurable.

RTSP Implementation

RTSP implementation in Web OS supports the following:

B Alteon AD3, Alteon AD4, Alteon 180e, and Alteon 184 platforms
B Private addressing on the server side
B Layer 7 URL-hashing metric, URL pattern matching, and all Layer 4 metrics for load bal-
ancing.
B All the stream connections and the control connections are switched to the same cache
server to facilitate caching of entire presentations.
B RTSP-compliant applications (excludes Windows Media Player becauseit is not RTSP
compliant).
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Configuring RTSP Load Balancing
Before configuring your Web switch for RTSP load balancing, do the following:

B Enable Virtual Matrix Architecture (VMA)
B Enable Direct Access Mode (DAM)

B Disable port-based Bandwidth Management
B Disable proxy |P addressing

1. Toconfigureavirtual server for Layer 4 load balancing of RTSP, select r t sp or port
554 asa servicefor thevirtual server.

>> # [cfg/slb/virt <virtual server number>/ service rtsp

2. Toconfigureavirtual server for Layer 7 URL hashing of RTSP, select rt sp asavirtual
serviceand enabler t spsl b.

This command enables URL hashing using the entire URL ; however, any extension of the type
(xxx) occurring at the end of the URL is omitted from hash computation.

‘ >> # [cfg/slb/virt 1/service rtsp/rtspslb hash|pattern|dis

3. Apply and save your configuration.

>> Virtual Server 2 rtsp Service# apply
>> Virtual Server 2 rtsp Service# save
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Wireless Application Protocol SLB

Wireless Application Protocol (WAP) is an open, global specification for a suite of protocols
designed to allow wireless devices to communicate and interact with other devices. It
empowers mobile users with wireless devices to easily access and interact with information
and services instantly by allowing non-voice data, such as text and images, to pass between
these devices and the Internet. Wireless devices include cellular phones, pagers, Personal
Digital Assistants (PDAS), and other hand-held devices.

WAP supports most wireless networks and is supported by all operating systems—with the
goal of inter-operability. A WAP Gateway translates Wireless Markup Language (WML )—
which isaWAP version of HTML—into HTML/HTTP so that requests for information can be
serviced by traditional Web servers.

To load balance WAP traffic among available parallel servers, the switch must provide persis-
tency so that the clients can always go to the same WAP gateway to perform WAP operation.

Web OS allows the Web switch to decide which real gateway the request should go. WAP SLB
is based on RADIUS static session entry or RADIUS snooping.

The following topics are discussed in this section:
Using RADIUS Static Session Entries

Using RADIUS Snooping

Preconfiguring WAP Server Load Baancing
Enabling Wireless Application Protocol SLB
Configuring RADIUS Snooping

Using RADIUS Static Session Entries

RADIUS isaclient/server protocol and software that enables remote access servers to commu-
nicate with a central server to authenticate dial-in users and authorize their access to the
reguested network or service. RADIUS allows a company to maintain user profilesin a central
database that all remote servers can share. It provides better security, allowing a company to
set up apolicy that can be applied at a single administered network point. RADIUS is an indus-
try standard used by network product companies and is a proposed | ETF standard.

The RADIUS server uses a static session entry to determine which real WAP gateway should
receive the user’'s sessions. Typically, each WAP gateway is integrated with a RADIUS server
on the same host, and a RADIUS request packet is alowed to go to any of the RADIUS
servers. Upon receiving arequest from a client, the RADIUS server instructs the switch to
create a static session entry in the switch via Transparent Proxy Control Protocol (TPCP).

158 m Chapter 6: Server Load Balancing Alte02?2777A §¥Steg01052
-A, February

Download from Www.Somanuals.com. All Manuals Search And Download.



Web OS 10.0 Application Guide

TPCPis Alteon’s proprietary protocol that is used to establish communication between the
RADIUS servers and the Alteon Web switch. It is UDP-based and uses ports 3121, 1812, and
1645.

Using TPCR, a static session entry is added or removed by the external devices, such asthe
RADIUS servers. A regular session entry is usually added or removed by the switch itself. A
static session entry, like aregular session entry, contains information such asthe client IP
address, the client port number, real port number, virtual (destination) |P address, virtual (des-
tination) port number.

A static session entry added via TPCP to the switch does not age out. The entry will only be
deleted by another TPCP Del et e Sessi on request. If the user adds session entries 