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About this manual

This manual contains diagnostic information, a Symptom-to-
FRU index, service information, error codes, error mes-
sages, and configuration information for the Netfinity 3500-
M20 — Type 8657.

Important: This manual is intended for trained servicers
who are familiar with IBM PC Server products.

Important safety information

Be sure to read all caution and danger statements in this
book before performing any of the instructions.

Leia todas as instru¢des de cuidado e perigo antes de exec-
utar qualquer operacao.
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Accertarsi di leggere tutti gli avvisi di attenzione e di pericolo
prima di effettuare qualsiasi operazione.

x0

=
=

R

oge

ol

Ql °|
= T

JN2(

2)

O 2ol Lt2s 2E =2 L /g dues ¥s=2 NAELUCLCH
0l Y15 = Safety Information 24 (il Lt 2 | ?IE
=

ADSV 2T X U Y D2

LICH

s S0 =2

s1
M 0l =2 2 Z02 19 Ot ol LS LICH

II/\IE (et =eiat)l M0l 2 2= =0 & 21e =2
S A2

D

2 MM Safety Information

1o

Lea atentamente todas las declaraciones de precaucién y

peligro ante de llevar a cabo cualquier operacion.

Online support

Use the World Wide Web (WWW) to download Diagnostic,

BIOS Fl;ash, and Device Driver files.
File download address is:
http://www.us.pc.ibm.com/files.html

IBM online addresses
The HMM manuals online address is:

http://www.us.pc.ibm.com/cdt/hmm.html

The IBM PC Company Support Page is:
http://www.us.pc.ibm.com/support/index.html
The IBM PC Company Home Page is:

http://www.pc.ibm.com
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General checkout

The server diagnostic programs are stored in upgradable
read-only memory (ROM) on the system board. These pro-
grams are the primary method of testing the major compo-
nents of the server: the system board, Ethernet controller,
video controller, RAM, keyboard, mouse (pointing device),
diskette drive, serial ports, hard drives, and parallel port.
You can also use them to test some external devices. See
“Diagnostic programs and error messages” on page 10.

Also, if you cannot determine whether a problem is caused
by the hardware or by the software, you can run the diag-
nostic programs to confirm that the hardware is working

properly.

When you run the diagnostic programs, a single problem
might cause several error messages. When this occurs,
work to correct the cause of the first error message. After
the cause of the first error message is corrected, the other
error messages might not occur the next time you run the
test.

A failed system might be part of a shared DASD cluster (two
or more systems sharing the same external storage
device(s)). Prior to running diagnostics, verify that the failing
system is not part of a shared DASD cluster.

A system might be part of a cluster if:
* The customer identifies the system as part of a cluster.

* One or more external storage units are attached to the
system and at least one of the attached storage units is
additionally attached to another system or unidentifi-
able source.

* One or more systems are located near the failing sys-
tem.

If the failing system is suspected to be part of a shared
DASD cluster, all diagnostic tests can be run except diag-
nostic tests which test the storage unit (DASD residing in the
storage unit) or the storage adapter attached to the storage
unit.

Notes:

1. For systems that are part of a shared DASD cluster, run
one test at a time in looped mode. Do not run all tests
in looped mode, as this could enable the DASD diag-
nostic tests.

2. If multiple error codes are displayed, diagnose the first
error code displayed.

3. If the computer hangs with a POST error, go to the
“Symptom-to-FRU index” on page 129.

4. |If the computer hangs and no error is displayed, go to
“Undetermined problems” on page 147.

5. Power supply problems, see “Symptom-to-FRU index”
on page 129.

6. Safety information, see “Safety information” on page
155.



7. For intermittent problems, check the error log; see
“POST error messages” on page 10.

1.

IS THE SYSTEM PART OF A CLUSTER?

YES. Schedule maintenance with the customer. Shut down
all systems related to the cluster. Run storage test.

NO. Go to step 2.

2.

IF THE SYSTEM IS NOT PART OF A CLUSTER:

Power-off the computer and all external devices.
Check all cables and power cords.

Set all display controls to the middle position.
Power-on all external devices.

Power-on the computer.

Record any POST error messages displayed on
the screen. If an error is displayed, look up the
first error in the “POST error codes” on page 141.
Check the System Error Log. If an error was
recorded by the system, see “Symptom-to-FRU
index” on page 129.

Start the Diagnostic Programs. See “Diagnostic
programs and error messages” on page 10.
Check for the following responses:

a. One beep.
b. Readable instructions or the Main Menu.

3. DID YOU RECEIVE BOTH OF THE CORRECT
RESPONSES?

NO. Find the failure symptom in “Symptom-to-FRU index”
on page 129.

YES. Run the Diagnostic Programs. If necessary, refer to
“Diagnostic programs and error messages” on page 10.

If you receive an error, go to “Symptom-to-FRU index” on

page 129.

If the diagnostics completed successfully and you still sus-
pect a problem, see “Undetermined problems” on page 147.
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General information

The IBM® Netfinity® 3500-M20 server delivers great value
for entry server applications. It is ideally suited for network-
ing environments that require superior microprocessor per-
formance, efficient memory management, flexibility, and
large amounts of reliable data storage.

The IBM 3500-M20 server comes with a three-year limited
warranty and 90-Day IBM Start Up Support. If you have
access to the World Wide Web, you can obtain up-to-date
information about the server model and other IBM server
products at the following World Wide Web address:
http://www.ibm.com/pc/us/netfinity/

Features and specifications

The following provides a summary of the features and speci-
fications for the Netfinity 3500-M20 server.

e Microprocessor:

— Intel® Pentium® Il microprocessor with MMX™
technology and SIMD extensions

— 256 KB of level-2 cache (min.)

— Supports up to two microprocessors

* Memory:

— Standard: 128 MB

— Maximum: 2 GB

— Type: 133 MHz, ECC, SDRAM, Registered
DIMMs

— 4 dual inline slots

e Drives standard:

— Diskette: 1.44 MB
— CD-ROM: 40X IDE
— Hard disk drive (some models)

* Expansion bays:
— Two 5.25-in. bays (1 CD ROM drive installed)
— Two 3.5-in. bays (1 diskette drive installed)
— Three 3.5" slim high bays available (some models
have a hard disk drive installed)
e PCl expansion slots:
— Three 33 MHz/64-bit
— Two 33 MHz/32-bit
e Power supply:
— One 330 W (115-230 V ac)

* Video:
— S3 video controller (integrated on system board)
— Compatible with SVGA and VGA
— 8 MB SDRAM video memory
e Size
— Height: 492 mm (19.4 in.)

— Depth: 460 mm (18.1in.)
— Width: 200 mm (7.9 in.)



— Weight: approximately 20.9 Kg (46 Ib.) when fully
configured or 16.8 Kg (37 Ib.) minimum.

Integrated functions:
— Ultral60 SCSI controller
— One 10BASE-T/100BASE-TX Intel Ethernet con-
troller on the system board
— Two serial ports
— Parallel port
— Two Universal Serial Bus (USB) ports
— Keyboard port
— Mouse port
— |DE controller port
— Video port

e Acoustical noise emissions:
— Sound power, idling: 5.9 bel maximum

* Environment:
— Air temperature:
— Server on: 10° to 35° C (50.0° to 95.0° F).
Altitude: 0 to 914 m (2998.7 ft.)
— Server on: 10° to 32° C (50.0° to 89.6° F).
Altitude: 914 m (2998.7 ft.) to 2133 m
(6998.0 ft.)
— Server off: 10° to 43° C (50.0° to 109.4° F).
Maximum altitude: 2133 m (6998.0 ft.)
— Humidity:
— Server on: 8% to 80%
— Server off: 8% to 80%

* Heat output:
Approximate heat output in British Thermal Units (BTU)
per hour
— Minimum configuration: 341 BTU (100 watts)
— Maximum configuration: 1604 BTU (470 watts)
e Electrical input:
— Sine-wave input (50-60 Hz) required
— Input voltage low range:
— Minimum: 100 V ac

— Maximum: 127 V ac
— Input voltage high range:

— Minimum: 200 V ac

— Maximum: 240 V ac
— Input kilovolt-amperes (kVA) approximately:

—  Minimum: 0.08 kVA
— Maximum: 0.52 kVA

Server features

The unique design of the server takes advantage of
advancements in symmetric multiprocessing (SMP), data
storage, and memory management. The server combines:

* Impressive performance using an innovative approach
to SMP

4 Netfinity 3500-M20 — Type 8657 Models 21Y, 22Y, 31Y, 32V,



The server supports up to two Pentium Il microproces-
sors. The server comes with at least one processor
installed; you can install an additional processor to
enhance performance and provide SMP capability.

Large system memory

The memory bus in the server supports up to
2gigabytes (GB) of system memory. The memory con-
troller provides error correcting code (ECC) support for
up to four industry standard PC133, 3.3 V, 168-pin, 8-
byte, registered, synchronous-dynamic-random access
memory (SDRAM) dual inline memory modules
(DIMMSs).

System-management capabilities

The Netfinity Manager software provided on the Serv-
erGuide CDs enables you to manage the functions of
the server locally and remotely. See “Netfinity Man-
ager” on page 75 for more information.

Integrated network environment support

The server comes with an Ethernet controller on the
system board. This Ethernet controller has an interface
for connecting to 10-Mbps or 100-Mbps networks. The
server automatically selects between 10BASE-T and
100BASE-TX environments. The controller provides
full-duplex (FDX) capability, which enables simulta-
neous transmission and reception of data on the Ether-
net local area network (LAN).

IBM ServerGuide CDs

The ServerGuide CDs included with IBM Netfinity serv-
ers provide programs to help you set up the server and
install the network operating system (NOS). The Serv-
erGuide program detects the hardware options that are
installed, and provides the correct configuration pro-
gram and device drivers. In addition, the ServerGuide
CDs include a variety of application programs for the
server.

Reliability, availability, and serviceability

Three of the most important features in server design are
reliability, availability, and serviceability (RAS). These fac-
tors help to ensure the integrity of the data stored on the
server; that the server is available when you want to use it;
and that should a failure occur, you can easily diagnose and
repair the failure with minimal inconvenience.

The following is an abbreviated list of the RAS features that
the server supports.

Menu-driven setup, system configuration, RAID config-
uration, and diagnostic programs

Power-on self-test (POST)

Error codes and messages

Upgradable BIOS and diagnostics

Automatic restart after a power failure

CRC checking on the SCSI buses

Error checking and correcting (ECC) memory

General information 5



Server controls and indicators

[~ I > B

[~ > R

Power control button: Press this button to manually
turn the server on or off.

Power-on light: This status indicator lights when you
turn on the server.

Hard disk drive light: When this light is on, it indi-
cates that the hard disk drive is in use.

LAN activity light: When this light blinks, it indicates
that the integrated Ethernet controller in the server is
transmitting or receiving data.

CD-ROM drive eject button: Push this button to
release a CD from the drive.

CD-ROM drive activity light: When this light is on, it
indicates that the CD-ROM drive is in use.

Diskette eject button: Push this button to release a
diskette from the drive.

Diskette-drive activity light: When this light is on, it
indicates that the diskette drive is in use.

Start the server

After you plug the power cord of the server into the power
supply and an electrical outlet, the server can start in several
ways:

You can press the Power control button on the front of
the server to start the server.

If the server is turned on and a power failure occurs,
the server will start automatically when power is
restored.

Netfinity 3500-M20 — Type 8657 Models 21Y, 22Y, 31Y, 32Y,
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CAUTION:

The power control button on the device and/or the
power supply do not turn off the electrical current sup-
plied to the device. The device also might have more
than one power cord. To remove all electrical current
from the device, ensure that all power cords are discon-
nected from the power source.

VAN

2 @) mp —_—
1 [ mp =m——

You can turn off the server in the following ways:

Press the Power control button on the top of the server.
This starts an orderly shutdown of the operating sys-
tem, if this feature is supported by the operating sys-
tem, and places the server in standby mode.

Note: After turning off the server, wait at least 5 sec-
onds before you press the Power control button
to power the server on again.

Press and hold the Power control button for more than
4 seconds to cause an immediate shutdown of the
server and place the server in standby mode. You can
use this feature if the operating system ceases to func-
tion.

Disconnect the server power cords from the electrical
outlets to shut off all power to the server.

Note: Wait about 15 seconds after disconnecting the
power cords for the system to stop running.

General information 7
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Diagnostics

This section provides basic troubleshooting information to
help you resolve some common problems that might occur
with the server.

If you cannot locate and correct the problem using the infor-
mation in this section, refer to “Symptom-to-FRU index” on
page 129 for more information.

Diagnostic tools overview

The following tools are available to help you identify and
resolve hardware-related problems:

e POST beep codes, error messages, and error logs

The power-on self-test (POST) generates beep codes
and messages to indicate successful test completion or
the detection of a problem. See “POST"” for more infor-
mation.

« Diagnostic programs and error messages

The server diagnostic programs are stored in upgrad-
able read-only memory (ROM) on the system board.
These programs are the primary method of testing the
major components of the server. See “Diagnostic pro-
grams and error messages” on page 10 for more infor-
mation.

POST

When you turn on the server, it performs a series of tests to
check the operation of server components and some of the
options installed in the server. This series of tests is called
the power-on self-test or POST.

If POST finishes without detecting any problems, a single
beep sounds and the first screen of the operating system or
application program appears.

If POST detects a problem, more than one beep sounds and
an error message appears on the screen. See “POST beep
codes” and “POST error messages” on page 10 for more
information.

Notes:

1. If you have a power-on password set, you must type
the password and press Enter, when prompted, before
POST will continue.

2. Asingle problem might cause several error mes-
sages. When this occurs, work to correct the cause of
the first error message. After you correct the cause of
the first error message, the other error messages usu-
ally will not occur the next time you run the test.

POST beep codes

POST generates beep codes to indicate successful comple-
tion or the detection of a problem.



* One beep indicates the successful completion of
POST.

* More than one beep indicates that POST detected a
problem. For more information, see “Beep symptoms”
on page 129.

POST error messages

POST error messages occur during startup when POST
finds a problem with the hardware or detects a change in the
hardware configuration. For a list of POST errors, see
“POST error codes” on page 141.

Error logs

The POST error log contains the three most recent error
codes and messages that the system generated during
POST.

To view the contents of the error log, start the Configura-
tion/Setup Utility program (see “Starting the Configura-
tion/Setup Utility program” on page 33); then, select Error
Logs from the main menu.

Diagnostic programs and error
messages

The server diagnostic programs are stored in upgradable
read-only memory (ROM) on the system board. These pro-
grams are the primary method of testing the major compo-
nents of the server.

Diagnostic error messages indicate that a problem exists;
they are not intended to be used to identify a failing part.
Troubleshooting and servicing of complex problems that are
indicated by error messages should be performed by trained
service personnel.

Sometimes the first error to occur causes additional errors.
In this case, the server displays more than one error mes-
sage. Always follow the suggested action instructions for
the first error message that appears.

The following sections contain the error codes that might
appear in the detailed test log and summary log when run-
ning the diagnostic programs.

The error code format is as follows:

fff-ttt-iii-date-cc-text message
where:
fff is the three-digit function code that indicates

the function being tested when the error
occurred. For example, function code 089 is
for the microprocessor.

ttt is the three-digit failure code that indicates
the exact test failure that was encountered.

iii is the three-digit device ID.
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date is the date that the diagnostic test was run
and the error recorded.

cc is the check digit that is used to verify the
validity of the information.

text message is the diagnostic message that indicates the
reason for the problem.

Text messages
The diagnostic text message format is as follows:

Function Name: Result (test specific string)

where:

Function Name is the name of the function being tested
when the error occurred. This corresponds
to the function code (fff) given in the previous

list.

Result can be one of the following:

Passed This result occurs when the
diagnostic test completes
without any errors.

Failed This result occurs when the
diagnostic test discovers an
error.

User Aborted This result occurs when you
stop the diagnostic test
before it is complete.

Not Applicable This result occurs when you
specify a diagnostic test for a
device that is not present.

Aborted This result occurs when the
test could not proceed
because of the system con-
figuration.

Warning This result occurs when a
possible problem is reported
during the diagnostic test,
such as when a device that is
to be tested is not installed.

Test Specific String This is additional information that you
can use to analyze the problem.

Starting the diagnostic programs

You can press F1 while running the diagnostic programs to
obtain Help information. You also can press F1 from within a
help screen to obtain online documentation from which you
can select different categories. To exit Help and return to
where you left off, press Esc.

To start the diagnostic programs:
1. Turn on the server and watch the screen.

2. When the message F2 for Diagnostics appears,
press F2.

3. Type in the appropriate password; then, press Enter.

Diagnostics 11



4. Select either Extended or Basic from the top of the
screen.

5. When the Diagnostic Programs screen appears, select
the test you want to run from the list that appears; then,
follow the instructions on the screen.

Notes:

a. If the server stops during testing and you cannot
continue, restart the server and try running the
diagnostic programs again.

b. The keyboard and mouse (pointing device) tests
assume that a keyboard and mouse are attached
to the server.

c. If you run the diagnostic programs with no mouse
attached to the server, you will not be able to navi-
gate between test categories using the Next Cat
and Prev Cat buttons. All other functions pro-
vided by mouse-selectable buttons are also avail-
able using the function keys.

d. You can test the USB keyboard by using the regu-
lar keyboard test. The regular mouse test can test
a USB mouse. Also, you can run the USB hub test
only if there are no USB devices attached.

e. You can view server configuration information
(such as system configuration, memory contents,
interrupt request (IRQ) use, direct memory access
(DMA) use, device drivers, and so on) by selecting
Hardware Info from the top of the screen.

When the tests have completed, you can view the Test Log
by selecting Utility from the top of the screen.

If the hardware checks out OK but the problem persists dur-
ing normal server operations, a software error might be the
cause. If you suspect a software problem, refer to the infor-
mation that comes with the software package.

Viewing the test log

The test log will not contain any information until after the
diagnostic program has run.

Note: If you already are running the diagnostic programs,
begin with step 3.

To view the test log:

1. Turn on the server and watch the screen.
If the server is on, shut down the operating system and
restart the server.

2. When the message F2 for Diagnostics appears,
press F2.
If a power-on password is set, the server prompts you
for it. Type in the appropriate password; then, press
Enter.

3. When the Diagnostic Programs screen appears, select
Utility from the top of the screen.

4. Select View Test Log from the list that appears; then,
follow the instructions on the screen.
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The system maintains the test-log data while the server
is powered on. When you turn off the power to the
server, the test log is cleared.

Diagnostic error message tables

For descriptions of the error messages that might appear
when you run the diagnostic programs, see “Diagnostic error
codes” on page 133. If diagnostic error messages appear
that are not listed in those tables, make sure that the server
has the latest levels of BIOS, Advanced System Manage-
ment Processor, ServeRAID, and diagnostics microcode
installed.

Power checkout

Power problems can be difficult to troubleshoot. For
instance, a short circuit can exist anywhere on any of the
power distribution busses. Usually a short circuit will cause
the power subsystem to shut down because of an overcur-
rent condition.

A general procedure for troubleshooting power problems is
as follows:

1. Power off the system and disconnect the AC cord(s).

2. Check for loose cables in the power subsystem. Also
check for short circuits, for instance if there is a loose
screw causing a short circuit on a circuit board.

3. Remove adapters and disconnect the cables and
power connectors to all internal and external devices
until system is at minimum configuration required for
power on (see "Minimum operating requirements" on
page 148).

4. Reconnect the AC cord and power on the system. If
the system powers up successfully, replace adapters
and devices one at a time until the problem is isolated.
If system does not power up from minimal configura-
tion, replace FRUs of minimal configuration one at a
time until the problem is isolated.

To use this method it is important to know the minimum con-
figuration required for a system to power up (see page 148).

Recovering BIOS

If the BIOS code in the server has become corrupted, such

as from a power failure during a flash update, you can

recover the BIOS using the Flash ROM Page-Swap Jumper

(J38) and a BIOS flash diskette.

Note: You can obtain a BIOS flash diskette from one of the
following sources:

e Use the ServerGuide program to make a BIOS
flash diskette.

« Download a BIOS flash diskette from the World
Wide Web. Go to http://www.pc.ibm.com/sup-
port/, select IBM Server Support, and make the
selections for the server.
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The flash memory of the server consists of a primary page
and a backup page. The J38 jumper controls which page is
used to start the server. If the BIOS in the primary page is
corrupted, you can use the backup page to start the server;
then boot the BIOS Flash Diskette to restore the BIOS to the
primary page.

To recover the BIOS:

1. Turn off the server and peripheral devices and discon-
nect all external cables and power cords; then, remove
the cover.

2. Locate jumper J38 on the processor board (see “Sys-
tem board switches and jumpers” on page 42). The
jumper consists of three pins, two of which are covered
by a jumper.

3. Move the J38 jumper from its current location to con-
nect the center pin and the pin on the opposite end of
the connector block, as shown in the following diagram:

4. Insert the BIOS flash diskette into the diskette drive.
Restart the server.

6. The system begins the power-on self-test (POST).
Select 1 — Update POST/BIOS from the menu that con-
tains various flash (update) options.

7. When you are asked whether you want to save the cur-
rent code to a diskette, type N.

8. You will be asked to choose which language you wish
to use. Select your language (0-7) and press Enter to
accept your choice.

9. Do not reboot the system at this time.

10. Remove the BIOS Flash Diskette from the diskette
drive.

11. Power-off the server.

12. Move jumper J38 back to its original setting to return to
normal startup mode.

13. Restart the server. The system should start up nor-
mally.

o

Replacing the battery

IBM has designed this product with your safety in mind. The
lithium battery must be handled correctly to avoid possible
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danger. If you replace the battery, you must adhere to the
following instructions.

CAUTION:

When replacing the battery, use only IBM Part Number
33F8354 or an equivalent type battery recommended by
the manufacturer. If your system has a module contain-
ing a lithium battery, replace it only with the same mod-
ule type made by the same manufacturer. The battery
contains lithium and can explode if not properly used,
handled, or disposed of.

Do not:
e Throw or immerse into water
* Heat to more than 100 °C (212°F)

* Repair or disassemble

Dispose of the battery as required by local ordinances
or regulations.

Note: Inthe U.S., call 1-800-IBM-4333 for information about
battery disposal.

If you replace the original lithium battery with a heavy-metal
battery or a battery with heavy-metal components, be aware
of the following environmental consideration. Batteries and
accumulators that contain heavy metals must not be dis-
posed of with normal domestic waste. They will be taken
back free of charge by the manufacturer, distributor, or rep-
resentative, to be recycled or disposed of in a proper man-
ner.

Note: After you replace the battery, you must reconfigure
the server and reset the system date and time.

To replace the battery:
1. Read the information in “Before you begin” on page 43.

2. Follow any special handling and installation instructions
supplied with the battery.

3. Turn off the server and all attached devices and discon-
nect all external cables and power cords (see “Safety
information” on page 155); then remove the top cover.

4. Locate the battery on the system board (see “System
board component locations” on page 39).

5. Remove adapters as necessary so you can access the
battery. (See “Working with adapters” on page 45.)

6. Remove the battery:

a. Use one finger to lift the battery clip over the bat-
tery.

b. Use one finger to slightly slide the battery toward
the rear of the server. The spring mechanism
behind the battery will push it out toward you as
you slide it forward.

c. Use your thumb and index finger to pull the bat-
tery from under the battery clip.

d. Ensure that the battery clip is touching the base of
the battery socket by pressing gently on the clip.
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7.

Insert the new battery:

a. Tilt the battery so that you can insert it into the
front of the socket, under the battery clip.

b. As you slide it under the battery clip, press the
battery down into the socket.

P

10.

Reinstall any adapters that you removed.

Reinstall the top cover.

Note: You must wait approximately 20 seconds after
you plug the power cord of the server into an
electrical outlet before the power control button
becomes active.

Start the Configuration/Setup Utility program and set

configuration parameters as needed. Refer to “Using

the Configuration/Setup Utility program” on page 33.

Temperature checkout

Proper cooling of the system is important for proper opera-
tion and system reliability. For a typical Netfinity server, you
should make sure:

16

Each of the drive bays has either a drive or a filler panel
installed

The top cover is in place during normal operation

There is at least 50 mm (2 inches) of ventilated space
at the sides of the server and 100 mm (4 inches) at the
rear of the server

The top cover is removed for no longer than 30 minutes
while the server is operating

Cables for optional adapters are routed according to
the instructions provided with the adapters (ensure that
cables are not restricting air flow)

The fans are operating correctly and the air flow is
good

A failed fan is replaced within 1 hour.
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In addition, ensure that the environmental specifications for
the system are met. See “Features and specifications” on
page 3.

Diagnosing errors

To find solutions to problems that have definite symptoms,
see “Error symptoms” on page 138.

If you cannot find the problem there, go to “Starting the diag-
nostic programs” on page 11 to test the server.

If you have just added new software or a new option and the
server is not working, do the following before using the error
symptoms table:

* Remove the software or device that you just added.

* Run the diagnostic tests to determine if the server is
running correctly.

¢ Reinstall the new software or new device.

Troubleshooting the Ethernet controller

This section provides troubleshooting information for prob-
lems that might occur with the 10/100 Mbps Ethernet con-
troller.

Network connection problems
If the Ethernet controller cannot connect to the network,
check the following:

* Make sure that the cable is installed correctly.

The network cable must be securely attached at all
connections. If the cable is attached but the problem
persists, try a different cable.

If you set the Ethernet controller to operate at 100
Mbps, you must use Category 5 cabling.

If you directly connect two workstations (without a hub),
or if you are not using a hub with X ports, use a cross-
over cable.

Note: To determine whether a hub has an X port,
check the port label. If the label contains an X,
the hub has an X port.

« Determine if the hub supports auto-negotiation. If not,
try configuring the integrated Ethernet controller manu-
ally to match the speed and duplex mode of the hub.

* Check the Ethernet controller lights on the operator
information panel.

These lights indicate whether a problem exists with the
connector, cable, or hub.

— The Ethernet Link Status light illuminates when
the Ethernet controller receives a LINK pulse from
the hub. If the light is off, there might be a defec-
tive connector or cable, or a problem with the hub.

— The Ethernet Transmit/Receive Activity light illumi-
nates when the Ethernet controller sends or
receives data over the Ethernet Network. If the
Ethernet Transmit/Receive Activity light is off,
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make sure that the hub and network are operating
and that the correct device drivers are loaded.

— The Ethernet Speed 100 Mbps light illuminates
when the Ethernet controller LAN speed is
100 Mbps.
* Make sure that you are using the correct device drivers,
supplied with the server.
» Check for operating system-specific causes for the
problem.
» Make sure that the device drivers on the client and
server are using the same protocol.
» Test the Ethernet controller.

How you test the Ethernet controller depends on which
operating system you are using (see the Ethernet con-
troller device driver README file).

Ethernet controller troubleshooting chart
You can use the following troubleshooting chart to find solu-
tions to 10/100 Mbps Ethernet controller problems that have
definite symptoms.

Table 1. Ethernet troubleshooting chart

Ethernet Suggested Action
controller
problem

The server The PCI BIOS interrupt settings are
stops incorrect.

running
when loading | Check the following:
device

drivers. « Determine if the interrupt (IRQ)

setting assigned to the Ethernet
controller is also assigned to another
device in the Configuration/Setup
Utility program.

Although interrupt sharing is allowed
for PCI devices, some devices do not
function well when they share an
interrupt with a dissimilar PCI device.
Try changing the IRQ assigned to the
Ethernet controller or the other
device. For example, for NetWare
Versions 3 and 4 it is recommended
that disk controllers not share
interrupts with LAN controllers.

* Make sure that you are using the
most recent device driver available
from the World Wide Web.

* Run the network diagnostic program.
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Table 1. Ethernet troubleshooting chart

Ethernet Suggested Action
controller
problem

EthernetLink | Check the following:

Status light .

does not * Make sure that the hub is turned on.

light. e Check all connections at the Ethernet
controller and the hub.

» Check the cable. A crossover cable
is required unless the hub has an X
designation.

* Use another port on the hub.

 If the hub does not support auto-
negotiation, manually configure the
Ethernet controller to match the hub.

« Ifyou manually configured the duplex
mode, make sure that you also
manually configure the speed.

* Run diagnostics on the LEDs.

The Ethernet | Check the following:

Transmit/ Note: The Ethernet Transmit/Receive
Receive Activity LED illuminates only when
Activity light data is sent to or by this Ethernet
does not controller.

light.

* Make sure that you have loaded the
network device drivers.

e The network might be idle. Try
sending data from this workstation.

* Run diagnostics on the LEDs.

» The function of this LED can be
changed by device driver load
parameters. If necessary, remove
any LED parameter settings when
you load the device drivers.

Data is Check the following:
incorrect or )
sporadic. » Make sure that you are using

Category 5 cabling when operating
the server at 100 Mbps.
» Make sure that the cables do not run

close to noise-inducing sources like
fluorescent lights.
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Table 1. Ethernet troubleshooting chart

Ethernet
controller
problem

Suggested Action

The Ethernet
controller
stopped
working
when
another
adapter was
added to the
server.

Check the following:

Make sure that the cable is
connected to the Ethernet controller.

Make sure that the PCI system BIOS
is current.

Reseat the adapter.

Determine if the interrupt (IRQ)
setting assigned to the Ethernet
adapter is also assigned to another
device in the Configuration/Setup
Utility program.

Although interrupt sharing is allowed
for PCI devices, some devices do not
function well when they share an

interrupt with a dissimilar PCI device.
Try changing the IRQ assigned to the
Ethernet adapter or the other device.

The Ethernet
controller
stopped
working
without
apparent
cause.

Check the following:

Run diagnostics for the Ethernet
controller.

Try a different connector on the hub.
Reinstall the device drivers. Refer to
the operating-system documentation
and to the ServerGuide information.

Ethernet controller messages

The integrated Ethernet controller might display messages
from the following device drivers:

Novell™ NetWare™ or IntraNetWare Server ODI
NDIS Adapter for level 2.01 (0S/2)

NDIS Adapter for level 4.0 (Windows NT)
SCO™ UNIX LLI

Novell NetWare or IntraNetWare server ODI
driver messages

This section provides explanations of the error messages for
the Novell NetWare or IntraNetWare server ODI driver, and
suggested actions to resolve each problem.
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Table 2. Novell NetWare or IntraNetWare ODI driver
messages for the Ethernet controller

PCNTNW-
NW-026

The MSM is unable to parse a required
custom keyword.

Explanation: The user entered an
incorrect parameter keyword.
Action: Reload the driver using the
correct keyword.

PCNTNW-
NW-054

The adapter did not respond to the
initialization command.

Explanation: The adapter did not
respond when the driver tried to initialize
it.

Action: Verify that the Ethernet controller
is enabled. If the Ethernet controller is
enabled, go to “Starting the diagnostic
programs” on page 11 to run the
diagnostic programs.

PCNTNW-
NW-058

The adapter did not respond to the
initialization command.

Explanation: The interrupt request (IRQ)
setting might not be valid or the EEPROM
information might be incorrect.

Action: Make sure the IRQ settings are
correct in the Configuration/Setup Utility
program. for information on setting the
interrupt requests. If the IRQ settings are
correct, go to “Starting the diagnostic
programs” on page 11 to run the
diagnostic programs.

PCNTNW-
NW-066

The cable might be disconnected from
the adapter.

Explanation: The cable might be
disconnected from the server Ethernet
port.

Action: Verify that a cable is connected
to the Ethernet port.

PCNTNW-
NW-071

The matching virtual adapter could not
be found.

Explanation: You tried to load another
instance of the driver with a different 1/0O
address. This new adapter could not be
found.

Action: Verify that you installed an IBM
Netfinity 10/100 Fault Tolerant Adapter
and make sure that the adapter is seated
correctly. If the adapter is seated
correctly, go to “Starting the diagnostic
programs” on page 11 to run the
diagnostic programs.
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Table 2. Novell NetWare or IntraNetWare ODI driver
messages for the Ethernet controller

PCNTNW- A resource tag is unavailable.

NW-072
Explanation: The driver tried to allocate
some resources that were not available.
Action: Add more memory, or free some
memory resources in the server. Then,
restart the server.

PCNTNW- Unable to allocate memory

NW-073
Explanation: The driver failed to allocate
the memory needed for normal operation.
Action: Add more memory, or free some
memory resources in the server. Then,
restart the server.

PCNTNW- The hardware interrupt cannot be set.

NW-074
Explanation: An attempt was made to
initialize a given hardware interrupt. The
attempt was not successful.
Action: Verify that the Ethernet controller
is enabled. If the Ethernet controller is
enabled, go to “Starting the diagnostic
programs” on page 11 to run the
diagnostic programs. If you have an
Ethernet adapter installed, make sure that
the adapter does not share an IRQ with
any other device.

PCNTNW- The Multiple Link Interface Driver
NW-075 (MLID) cannot be registered with the
Link Support Layer (LSL).

Explanation: An error occurred while the
driver was trying to register with the LSL.
Action: Check the version of the
NetWare or IntraNetWare Operating
System. Make sure that this driver is
correct for the version of NetWare or
IntraNetWare that you are using. Restart
the server.

PCNTNW- The Multiple Link Interface Driver
NW-079 (MLID) did not initialize MSMTx Free
Count.

Explanation: The MSMTx Free Count is
not initialized correctly.

Action: Restart the server. If the problem
persists, go to “Starting the diagnostic
programs” on page 11 to run the
diagnostic programs.
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Table 2. Novell NetWare or IntraNetWare ODI driver
messages for the Ethernet controller

PCNTNW-
NW-086

The driver parameter block is too
small.

Explanation: The driver parameter block
is too small.

Action: Restart the server. If the
problem persists, go to “Starting the
diagnostic programs” on page 11 to run
the diagnostic programs.

PCNTNW-
NW-087

The media parameter block is too
small.

Explanation: The driver media
parameter block is too small.

Action: Restart the server. If the
problem persists, go to “Starting the
diagnostic programs” on page 11 to run
the diagnostic programs.

PCNTNW-
NW-091

The hardware configuration conflicts.

Explanation: You tried to load a new
frame type for the existing controller. The
hardware assumptions made in doing so
are incorrect. This error can also occur if
you try to specify a mode (such as,
redundancy) that conflicts with another
specified mode.

Action: Make sure that the hardware
configuration matches the software
settings.

PCNTNW-
NW-126

The group bit in the node address
override was cleared.

Explanation: The IEEE address has a
group bit that indicates that an address
belongs to a group of stations. This bit is
used only as a destination address; it
cannot be used as a source address. You
tried to enter a source address with this bit
set. The driver cleared the group bit of the
source address.

Action: None necessary, message is for
information only.
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Table 2. Novell NetWare or IntraNetWare ODI driver
messages for the Ethernet controller

PCNTNW- The local bitin the node address
NwW-127 override was set.

Explanation: The local bit in the IEEE
address format indicates that the
addresses are being managed locally. If
you use the node address override
capabilities of this driver to enter a new
address, the local bit must be set. You
entered an address without the local bit
set. The driver has set the local bit.
Action: None necessary, message is for
information only.

PCNTNW- The device was not found.

NW-164
Explanation: The driver cannot find an
Ethernet controller in the server.
Action: Verify that the Ethernet controller
is enabled. If the Ethernet controller is
enabled, go to “Starting the diagnostic
programs” on page 11 to run the
diagnostic programs.

PCNTNW- The device was not found at
NW-165 IOADDRESS.

Explanation: The Ethernet controller
cannot be found at the I/O address
specified.

Action: The Ethernet controller does not
require a parameter for the 1/O address.
Remove the I/0 address parameter.

PCNTNW- PCl scan specified, device not found.

NW-167
Explanation: The driver cannot locate
the Ethernet controller on the PCI bus.
Action: Verify that the Ethernet controller
is enabled. If the problem persists, go to
“Starting the diagnostic programs” on
page 11 to run the diagnostic programs.

PCNTNW- The DMA parameter is not necessary
NW-180 for PCl device.

Explanation: The Ethernet controller
does not require a DMA setting.

Action: None necessary, message is for
information only.

Network driver interface specification 2.01
(OS/2) driver messages

This section provides explanations of the error messages for
the NDIS 2.01 (OS/2) drivers, and suggested actions to
resolve each problem.
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Table 3. NDIS 2.01 (OS/2) driver messages for the Ethernet

controller

PCNTND-1

Unable to open the Protocol Manager.

Explanation: The NDIS stack is not
configured correctly.

Action: Check and correct the
configuration.

PCNTND-6

Out of memory while allocating
buffers.

Explanation: The driver could not
allocate the requested buffers.

Action: Check the system configuration.
Edit the PROTOCOL.INI file to reduce the
number of Txbuffers and Rxbuffers
specified for the driver.

PCNTND-7

A Protocol Manager device error
occurred.

Explanation: The NDIS stack is not
configured correctly.

Action: Check and correct the
configuration.

PCNTND-8

Bad status for the Protocol Manager.

Explanation: The NDIS stack is not
configured correctly in the
PROTOCOL.INI file.

Action: Check and correct the
configuration.

PCNTND-9

Cannot find the PROTOCOL.INI entry.

Explanation: The NDIS stack is not
configured correctly in the
PROTOCOL.INI file.

Action: Check and correct the
configuration.

PCNTND-10

The Protocol Manager Input Output
Control (IOCTL) failed.

Explanation: The NDIS stack is not
configured correctly in the
PROTOCOL.INI file.

Action: Check and correct the
configuration.

PCNTND-11

Protocol Manager registration failed.

Explanation: The NDIS stack is not
configured correctly.

Action: Check and correct the
configuration.
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Table 3. NDIS 2.01 (OS/2) driver messages for the Ethernet
controller

PCNTND-15 Device not found.

Explanation: The driver cannot find an
Ethernet controller in the server.

Action: Verify that the Ethernet controller
is enabled. If the Ethernet controller is
enabled, go to “Starting the diagnostic
programs” on page 11 to run the
diagnostic programs.

PCNTND-16  PCl scan specified, device not found.

Explanation: The driver cannot locate
the Ethernet controller on the PCI bus.
Action: Verify that the Ethernet controller
is enabled. If the Ethernet controller is
enabled, go to “Starting the diagnostic
programs” on page 11 to run the
diagnostic programs.

PCNTND-21  The adapter failed the checksum test.

Explanation: The driver cannot find an
Ethernet controller.

Action: Verify that the Ethernet controller
is enabled. If the Ethernet controller is
enabled, go to “Starting the diagnostic
programs” on page 11 to run the
diagnostic programs.

PCNTND-23  WARNING: PCNET IRQ found = xx

Explanation: The interrupt request (IRQ)
setting (xx) in the PROTOCOL.INI file
does not match the hardware IRQ setting.
Action: Remove the IRQ setting from the
PROTOCOL.INI file or change the IRQ
setting in the PROTOCOL.INI file to
match the IRQ setting shown in the PCI
Slot/Device Information selection of the
Advanced Setup menu in the
Configuration/Setup Utility program.

PCNTND-24  WARNING: PCNET IRQ does not
match PROTOCOL.INL.

Explanation: The interrupt request (IRQ)
setting in the PROTOCOL.INI file does
not match the hardware IRQ setting.
Action: Remove the IRQ setting from the
PROTOCOL.INI file or change the IRQ
setting in the PROTOCOL.INI file to
match the IRQ setting shown in the PCI
Slot/Device Information selection of the
Advanced Setup menu in the
Configuration/Setup Utility program.
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Table 3. NDIS 2.01 (OS/2) driver messages for the Ethernet

controller

PCNTND-25

PCl scan specified, PCl bus not found!

Explanation: The driver cannot locate
the PCI bus.
Action: Run the diagnostic programs.

PCNTND-29

WARNING: DMA number is not
necessary for PCl device.

Explanation: The Ethernet controller
does not require a DMA setting.

Action: Remove the DMA setting in the
PROTOCOL.INI file.

PCNTND-33

PCNET device with specified IOBASE
is already in use.

Explanation: The specified I/0O address
number is already in use by another
Ethernet controller or device.

Action: Remove the I/O address setting
in the PROTOCOL.INI file.

NDIS 4.0 (Windows NT) driver messages
This section contains the error messages for the NDIS 4.0
drivers. The explanation and recommended action are
included with each message.

Table 4. NDIS (Windows NT) driver messages for the
Ethernet controller

PermaNet™
Server:

No Secondary Adapter Found.
Grouping Mode is disabled.

Explanation: The failover option requires
an adapter that is compatible with the
device driver of the Ethernet controller on
the system board. No such adapter was
found.

Action: Make sure the correct adapter is
installed.

PermaNet
Server:

Problem Occurs on the Primary
Adapter. Switching over to the
Secondary Adapter.

Explanation: The system detected a
problem with the primary Ethernet
connection and has transferred all network
traffic to the secondary Ethernet controller.
Action: identify the cause of the failure
on the primary Ethernet connection.
Restoring the operational state of the
primary connection will cause the network
traffic to automatically transfer to the
primary Ethernet controller.
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Table 4. NDIS (Windows NT) driver messages for the
Ethernet controller

PermaNet
Server:

Switching back to Primary Adapter.

Explanation: The primary Ethernet
connection is now operating correctly.
Network traffic will automatically transfer
to the primary Ethernet controller.
Action: None needed, message is for
information only.

UNIX messages

This section provides descriptions of the Ethernet error mes-
sages for the SCO UNIX LLI driver, and suggested actions
to resolve each problem.

Table 5. UNIX LLI driver messages for the Ethernet

controller

pnt0-2

PCl search specified, PCl device not found!

Explanation: The driver cannot locate the
Ethernet controller on the PCI bus.
Action:

¢ Run the NETCONFIG program to search
for another Ethernet controller

« Verify that the Ethernet controller is
enabled. If the Ethernet controller is
enabled, run the diagnostic programs.

pnt0-6

Cannot allocate memory for the adapter
during an interrupt. Please check the
Streams parameters.

Explanation: On a SunSoft Solaris system,
this message indicates that the system is out of
Streams memory blocks.

Action: Use the CRASH utility to increase the
number of Streams memory blocks. Modify the
interrupt request (IRQ) settings in the
Configuration/Setup Utility program, or run the
NETCONFIG program to match the hardware
settings.

pntO-7

Cannot allocate memory for the adapter
during reset. Please check the Streams
parameters.

Explanation: The system is out of Streams
memory blocks.

Action: Use the CRASH utility to increase the
number of Streams memory blocks.
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Table 5. UNIX LLI driver messages for the Ethernet
controller

pnt0-11 | Device not found!

Explanation: The driver cannot find an
Ethernet controller.

Action: Verify that the Ethernet controller is
enabled. If the Ethernet controller is enabled,
run the diagnostic programs.

pnt0-12 | Device failed checksum test!

Explanation: The driver cannot find an
Ethernet controller.

Action: Verify that the Ethernet controller is
enabled. If the Ethernet controller is enabled,
run the diagnostic programs.

pnt0-13 | add_intr_handler failed! Interrupts already
enabled.

Explanation: The interrupt request (IRQ) that
was specified, or the IRQ that was found,
conflicts with other devices in the server.
Action: Modify the hardware settings.

pnt0-14 | Cannot locate hardware.

Explanation: The SunSoft Solaris driver
cannot find any Ethernet controller.

Action: Verify that the Ethernet controller is
enabled. If the Ethernet controller is enabled,
run the diagnostic programs.

pnt0-15 | No more devices to open.

Explanation: The SunSoft Solaris driver
cannot find any more Ethernet controllers.
Action: Verify that additional IBM Netfinity
10/100 Fault Tolerant Adapters are present or
replace the Ethernet adapter that fails to
respond. If the problem persists, run the
diagnostic programs.

pnt0-17 | Device fault...Reset initiated!

Explanation: The SunSoft Solaris driver has
been reset due to a device fault.

Action: Verify that additional IBM Netfinity
10/100 Fault Tolerant Adapters are present or
replace the Ethernet adapter that fails to
respond. If the problem persists, run the
diagnostic programs.
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Table 5. UNIX LLI driver messages for the Ethernet
controller

pnt0-19 | IRQ found for PCnet hardware does not
match space.c (or pnt.conf)!

Explanation: This is a warning message
referring to the interrupt request (IRQ) that the
SunSoft Solaris driver found in the system.
Action: Ignore this message if you are sure
that this is what you want to do. Otherwise, run
the NETCONFIG program to match the
hardware settings

pnt0-20 | add_intr_handler failed! Unknown interrupt
type.

Explanation: The interrupt request (IRQ) that
was specified, or the IRQ that was found,
conflicts with other devices in the server.
Action:

* Modify the hardware settings.

¢ Run the NETCONFIG program to search
for another Ethernet controller.

pnt0-21 | add_intr_handler failed! Out of range
interrupt number.

Explanation: The interrupt request (IRQ) that
was specified, or the IRQ that was found,
conflicts with other devices in the server.
Action:

* Modify the hardware settings.

¢ Run the NETCONFIG program to search
for another Ethernet controller.

pnt0-22 | add_intr_handler failed! Out of range IPL.

Explanation: The interrupt request (IRQ) that
was specified, or the IRQ that was found,
conflicts with other devices in the server.
Action: Modify the hardware settings. Run
the NETCONFIG program to search for
another Ethernet controller.

pnt0-23 | add_intr_handler failed! Vector already
occupied.

Explanation: The interrupt request (IRQ) that
was specified, or the IRQ that was found,
conflicts with other devices in the server.
Action: Modify the hardware settings.
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pnt0-24

add_intr_handler failed! Vector already
shared at different IPL.

Explanation: The interrupt request (IRQ) that
was specified, or the IRQ that was found,
conflicts with other devices in the server.
Action:

* Modify the hardware settings.

* Run the NETCONFIG 